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ABSTRACT 

Efficiency is becoming a pivotal aspect in each manufacturing system and scheduling plays a crucial role in 

sustaining it. The applicability of distributed computing to coordinate and execute jobs has been 

investigated in the past literature. Moreover, it is significant that even for sensitive industrial systems the 

only criterion of allocating jobs to appropriate machines is the FIFO policy. On the other flip, many 

researchers are of the opinion that the main reason behind failing to provide fairness in distributed systems 

is considering the only criterion of time stamp to judge upon and form the queue of jobs with the aim of 

allocating those jobs to the machines. In order to increase the efficiency of sensitive industrial system, this 

study takes into consideration of three criteria of each job including priority, time action and time stamp. 

The methodology adopted by this study is definition of job scheduler and positioning jobs in temporary 

queue and sorting via developing bubble sort. In sorting algorithm criterion of priority, time action should 

be considered besides time stamp to recognize the tense jobs for processing earlier. To evaluate this 

algorithm first a numerical test case (simulation) is programmed and then the case study performing in order 

to optimize efficiency of applying this method in real manufacturing system. Eventually the results of this 

study provided evidence on that the rate of efficiency is increased. 

 

Keywords: Scheduling, Efficiency, Automotive Manufacturing Systems, Distributed Control System, 

Optimization 

1. INTRODUCTION 

Scheduling includes clarifying plan and priority of 

the jobs that should be performed in a predetermined 

operation. It means that within an organization, 

scheduling pertains to setting the timing of performing 

particular resources in the system. So, it is directly 

related to the use of equipment, facilities and human 

activities and it maximizes capacity utilization and 

system efficiency. Scheduling is practiced in almost 

every organization regardless of the nature of its 

activities and appropriate scheduling makes efficients 

use of the capacity (Taiwo, 2007). It means that 

manufacturers should schedule production via 

developing schedule for labors, equipments, acquisitions, 

design, manufacturing, industrialization, maintenance and 

even for after-sale services. Even though, a wide 

discrepancy and disagreement exist between the scholars 

on this issue. The scope of scheduling has wide horizon and 

the state-of-the-art dimensions of which have been 

concealed. Scheduling problems cope with the allocation 

of resources (material, labor, technology) to a set of 

activities during a period of time (Baker, 1974). The 

scheduling must be designed in a way to keep processors 
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busy by efficiently distributing the workload, usually in 

terms of response time, resource availability and maximum 

throughput of application (Samreen and Khiyal, 2007). 

Emami-Mehrgani et al. (2011) discussed that industry 

strives to cut down on production costs and optimize 

profit through operating methods consistent with various 

legal requirements. In this regard, numerous of scholars 

have made attempts to schedule via divergent methods 

including classical& fuzzy logic scheduling 

(Tzimopoulos et al., 2008) genetic algorithm 

(Taghavifard et al., 2009; Gao and Liu, 2007), neural 

network artificial (Venkatachalam et al., 2008), fuzzy 

logic (Omar, 2007) and programming model (Chen, 2010), 

real time scheduling algorithm (Ahmad and Othman, 2010), 

Petri nets (Ghoul et al., 2007) and hierarchical 

scheduling (Omar et al., 2005) so on. 

Non-traditional optimization technique such as 

Neural Network (NN) technique provides a complete 

solution methodology for solving the shop floor 

scheduling problems. (Venkatachalam et al., 2008). 

The operations may include the crude evaluation, 

selection, scheduling and product logistics planning 

problems solved via developed programming model 

(Hassan et al., 2011). 
Muzaffer and Alikalfa (2011) proposed that 

scheduling is a very indispensable task for 
manufacturing systems in today’s harsh competitive 
markets and ever soaring massive number of research 
efforts have investigated the solution of the scheduling 
problems. No need to say that the scheduling problems 
cannot be solved optimally for even modest problem 
sizes. Pinedo (2012) described that scheduling problems 
cope with the allocation of resources (material, labor, 
technology) to carry out a set of activities during a period 
of time. Studies in manufacturing scheduling mostly deal 
with priority rules without any consideration to the states 
of the system sometimes due to ease of use in the shop 
floor. In traditional manufacturing systems, scheduling is 
carried out by machine operators and shop supervisors 
(Muzaffer and Alikalfa, 2011). Therefore complex, 
multi-attribute, or state-observing rules can cause a 
serious surveillance problem. Computer-Integrated 
Manufacturing (CIM) systems on the other hand do not face 
these sorts of challenges (Mahdavi and Shirazi, 2010). 

 A priority rule is used to determine which job from a 
queue is to be operated next. Numerous priority rules 
have been introduced in the literature. Some researchers 
adopted simulation and determine the most favorable 
priority rule (s) for the operating conditions, the production 
objectives and the current shop status (Chen, 2007). 

The priority rules, also called dispatching or 
scheduling rules, have been widely used to provide 

good and time-efficient solutions to job-scheduling 
problems for decades (Pinedo, 2012). The priority-
scheduling algorithm is with much more reduced waiting 
time for the processes (Rashid and Akhtar, 2006). 

 Muzaffer and Alikalfa (2011) proposed nine, most 
preferred priority rules for tardiness are collected from 
the previous studies to investigate the contribution of 
state-dependent priority rules. Indeed, research on 
effective scheduling plays crucial roles in improving 
production efficiency, decreasing production costs and 
so on. In this regard, a great number of researchers have 
being paid attention to this issue (Luqiao, 2010). 

1.1. Problem Statement 

According to previous works, owing to unfair 
decisions on job management, systems with any 
algorithm have crash hurdle. It seems this occurs due to 
unfair judgment on job incorporation into the resources 
or machines. If we include some of the other substantial 
parameters, our judgments will become fairer. 

A large proportion of the published research in the 
field of job scheduling problem has been dedicated to 
allocation of n jobs to m machines while in the 
meanwhile taking scheduling with the best performance 
into account (Al-Hinai and Elmekkawy, 2011). On the 
other hand, based on scholars’ viewpoints, several 
operations can be processed by one machine 
simultaneously with different priorities in our problem 
scope. Jobs with higher priority will be processed in 
short time. The control point in the proposed method is 
not the timing of a job being processed, but the priority 
of the job (Qiming et al., 2009). 

Job scheduling can be viewed as an optimization 

problem, bounded both by the sequence and the resource 

constraints. In this study traditional job scheduling is 

considered and it is assumed that each job passes 

through. On account of the reviewed literature, 

assigning the restricted number of n jobs to m 

identical machines to assure that each job is 

completed before its deadline, even in the presence of 

faults, is defined as the problem of this investigation. 
To the best knowledge of authors, there is no method 

of scheduling in which all the priority resources criteria, 
time stamp and time action simultaneously have been 
considered. Therefore, a more realistic scheduling model 
should take into account six effective criteria including 
machine, maintenance, process, environment, 
management and material activities. So in this study in 
order to decrease the probability of crash in 
manufacturing systems besides the time stamp (time of 
arrival) and the time action (duration time), the specific 
priority (The judgment is based on those six criteria 
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mentioned above) of each job in terms of the amount of 
importance and tensing is considered. 

1.2. Objective of Paper 

According to the problem of study, a job scheduling 
algorithm on the principle of priority, time action and 
time stamp of each job is developed. Thus, first and 
foremost, forming temporary queue of all jobs should be 
considered then recognizing tense jobs based on those 
weight factors by considering three criteria devoted to 
the jobs. This algorithm should alter jobs position in the 
queue and provide new opportunities for tense jobs to be 
performed prior than the other jobs. So based on this 
ultimate target, the objectives of thesis are: 
 

• Developing scheduling method with considering 

priority aspect in failure prone manufacturing systems 

• To evaluate the performance of the proposed 

scheduling method in Iran Khodro Company 

(IKCO) case study 
 

2. METHODOLOGY 

Unfortunately, in the majority of car manufacturing 
systems the only criterion of allocating jobs to appropriate 
machines via schedulers of Central Control Room (CCR) 
is First In First Out (FIFO) policy. So the main reason of 
failing to provide for fairness in distributed systems, is 
considering the only criterion of time stamp in order to 

judge and form the queue of jobs with the aim of 
allocating those jobs to the machines. Owing to increasing 
the efficiency in car manufacturing system in this study 
three criteria of each job are being simultaneously 
considered. The methodology employing in this research 
is definition of job scheduler and positioning jobs in 

temporary queue and sorting via developing bubble sort in 
MATLAB distributed computing software, on the basis of 
three factors of priority, time action (duration) and time 
stamp. In order to evaluate proposed method first a 
simulation is created, besides the simulation, there is a case 
study in IKCO to evaluate the new method of scheduling. 

Eventually, by applying this evaluation we can come to this 
conclusion that efficiency of system is enhanced. 

Figure 1 and 2 show CCR where operators can 
command the robots to use the suitable color. 

The CCR is a place in which the schedulers 

(computers) are located. Hence, the function of this 

section plays an important role in this research. The main 

specifications of CCR are listed as below: 
 

• Control room is generally defined by its design, 

use and location 

• Control rooms allow people to control a system 
from a remote or centralized location  

• Central control station rooms are separated from the 
remainder of the building 

 

2.1. Assumptions  

This concept considers to the manufacturing system. 

It is obvious that the manufacturing system, the safety of 

which is being threatened, is on the verge of collapse. So 

some preventive actions should be taken to increase fault 

tolerance. As below the assumptions of methodology in 

this study is dwelt on: 
 

• The schedulers are distributed 

• Weight factors for each job in terms of Time stamp, 

action time and priority should be predetermined 

• The number of machine and job are restricted and 

infinitive 

• This dissertation is restricted to the errors related to 

scheduling and priority of jobs, so it should be 

mentioned that the other errors derived from human 

faults are not included 

• The system reliability is mixed of series system and 

parallel system 

• The scope of this study is restricted to failure prone 

manufacturing or the failure prone region of 

industrial systems 

• It should be mentioned that the queue of jobs is 

infinitive in issue is applicable in sorting module 

• The controlling system is centralize 

 

2.2. Normalize Method 

Normalization refers to the division of multiple sets 

of data (in this study data are vector’s elements) by a 

common variable in order to negate that variable’s effect 

on the data. So allowing underlying characteristics of the 

data sets to be compared (Zang et al., 2011). This allows 

data on different scales to be compared, by bringing 

them to a common scale. In terms of levels of 

measurement, these ratios only make sense for ratio 

measurements (where ratios of measurements are 

meaningful), not interval measurements (where only 

distances are meaningful, but not ratios). Parametric 

normalization frequently uses pivotal quantities, so 

functions whose sampling distribution does not depend 

on the parameters and particularly ancillary statistics, 

pivotal quantities that can be computed from 

observations, without knowing parameters. 
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2.3. Sorter Methodology 

In this new algorithm of scheduling the jobs should be 
arranged based on three criteria of priority, time action and 
time stamp. As below the new algorithm of sorting by 
considering three criteria to arrange the jobs and determine 
the queue of jobs is dwelt on. Figure 3 illustrates that time 
action, time stamp and priority of each job should be 
multiple in a specific weight factor. The amount of weight 
factor for priority is derived from the importance of six 
criteria which mentioned in section 1.2 for each job. In 
order to devote weigh factor to the time action of each job 
length of time for each job can have invert role. For instance 
two jobs can be considered, first one is loading new 
program on PLC and the second one is summing of two 
integers with same sequence but with different time 
durations are received by CCR. The processing of first job 
takes one second and the other takes 1/1000 of second. It is 
not fair, just a bit earlier received time caused the first job to 
be processed whereby CCR, it means that the other must be 
waited 1000 times of its time processing. So for each job by 
considering condition of that job the weight factor can be 
changed. The algorithm of sorting method in MATLAB 
distributed computing system is programmed. 

2.4. Evaluation of Methodology  

To evaluate of the mentioned algorithm (Nojabaei et al., 

2012), simulation method for numerical test case and 

the case study of IKCO are dwelt on. Based on the 

simulated algorithm it would not be wrong when we 

come to this conclusion that reforming jobs in new 

queue eliminates the faults (errors) of systems which 

are derived from ignoring priority criteria aspects and 

time action of those jobs. Besides the numerical test 

case, there is a case study of applying this new 

scheduling in pain shop of car manufacturing system. 

2.5. Simulation Method for Numerical Test Case 

Papazachos and Karatza (2010) pointed out that 

distributed systems have become very popular because 

of significant attributes such as cost-efficiency, 

scalability, performance and reliability. 

Parallel Computing Toolbox software and MATLAB 

Distributed Computing Server software enable us to 

coordinate and execute independent MATLAB® 

operations simultaneously on a cluster of computers, 

speeding up execution of large MATLAB jobs. 
In some occasions, it is logical not to forward jobs to 

the machine (even in the case of the non-empty line for 
that machine) but to wait for the moment that the tense 
job will be entered the line. Such an approach may be 

introduced in stochastic scheduling too. A unification of 
both approaches seems to be more effective than each of 
them separately. There is no method for scheduling with 
considering these three criteria to enhancing the 
reliability of system (Nojabaei et al., 2012). The 
proposed method for these sensitive industrial systems 
can provide perfect scope in which the reliability of 
system will be considerably increased. 

In this part, we simulate the algorithm with 

MATLAB DCS software. So, first we find a resource as 

a scheduler as shown in Fig 4 and 5: 

 

 
 
Fig. 1. Central Control Room scheduler Computers (CCR 

IKCO’s) 

 

 
 

Fig. 2. Central Control Room (IKCO’s CCR) 
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Fig. 3. Flowchart sorting algorithm 
 

 
 

Fig. 4. The flowchart of proposed method of scheduling 

 
 

Fig. 5. The flowchart of existing method of scheduling 

 

2.6. Simulation Program 

Sched = Find Resource (‘scheduler’, ‘type’, ‘local’) 

Then, we create 3 jobs (job1, job2 and job3): 

job1 = Create Job (sched) 

job2 = Create Job (sched) 

job3 = Create Job (sched) 

In third step assigns a task to each of jobs: 

Create task = (job1, @sum, 1, {[1 1]}) 

Create task = (job2, @sum, 1, {[2 2]}) 

Create task = (job3, @sum, 1, {[3 3]}) 

Now, we can submit all of jobs (with their tasks) to 

scheduler in other word, we submit jobs to the job queue. 

As we know, here scheduler has a coordinator effect: 

Submit = (job1) 

Submit = (job2) 

Submit = (job3) 

In the last step we can have the final computing with 

below instructions: 

Wait for state = (j) 

Results = Get all output arguments (j) 
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After this simulation, the results can be sorted with 

applying three important parameters (Time stamp, 

Time action or time duration and Priority) afterwards 

new queue will be reformed. By the applying the 

reformed queue for the system, optimized results will 

be obtained in result section. 

2.7. Iran Khodro Company (IKCO) Case Study 

Iran Khodro Company Also known as IKCO, is the 

leading Middle East automaker. IKCO produces vehicles 

under 11 brand names. The Iranian-designed IKCO’s 

Samand, is Iran’s “national. Plant layout of the Paint 

Shop in IKCO is based on arranging the processes to 

painting the products which is body of cars. According to 

various types of layouts in manufacturing design this is a 

Product Layout in this part of production line. In 

production line of this company, production is based on 

producing cars in almost high volume. Therefore, the 

production type of this company is a mass production. 

2.8. Result of Paper 

As mentioned, in the presented algorithm, After 

performing this simulation for several times and create 

random function for industrial failures as below it is 

revealed that applied algorithm result in better 

performance in terms of reducing the failure of systems. 

Besides, it is obvious that it will cause increase the 

reliability of the system via fair judgment and temporary 

queue. The below Figures are illustrated that the applied 

method results increasing performance. 

Figure 6 is illustrated that the time of crashing server 

machine based on station and close area. As shown. It is 

ostensible that performance of proposed algorithm is better 

than previous algorithm. Subsequently, the probability of 

crashing will be decreased. Thus, our system is reliable and 

as mentioned, faults occur less than. 

2.9. Influence of New Method of Scheduling on 

the Efficiency of IKCO’ Paint Shop 

Figure 7 depicts a comparison on efficiency of 

production before and after considering proposed new 

scheduling method in this investigation. The planned 

capacity of paint shop is equal to 52 automobiles units 

per hour. The efficiency belong to the 36 days were 

measured out of 52 and multiplied by 100. 

Considering priority and time action of each job, 

beside its time stamp, in turn, causes significant 

enhancement of efficiency over time. On the basis of 

Fig. 7 all amounts of efficiencies are increased via 

considering the new scheduling method.
 

 
 

Fig. 6. Comparison of series 1 with series2 (which can be seen from time 7 up to time 10 the system crashed) 
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Fig. 7. Comparison of paint shop’s efficiency before and after proposed scheduling 

 

Figure 8 shows the distribution of efficiency for the 36 

surveyed days of the research a mean of 92.15% is 

calculated. According to Fig. 8, the majority of 

frequencies occurred from 85 to 95% and the standard 

deviation of efficiency is measured by 5.34. The Fig. 8 

illustrates that by average, the efficiency occurred (-5.34, 

+5.34) percent from mean 92.15%. 

Figure 8 represents the importance on efficiency 

while after considering new scheduling method of the 

research. This histogram shows that the mean of 

efficiency in comparison with the before status has 

been increased for 36 observations. The new mean 

efficiency is measured by 95.51 while it was 

calculated 92.15 before considering the new method 

of scheduling. Although, it is obvious that Standard 

Deviation appears to smaller in comparison with 

before status. Based on Fig. 9 Standard Deviation has 

improved about 2.2% it means that standard deviation 

decreased from 5.349 to 3.152. Therefore, according 

to all points which has been mentioned, it can be 

concluded that both mean and standard deviation 

improved by employing new scheduling method. 

Table 1 represents a brief description based on 

statistics of both efficiencies before and after 

considering new method of scheduling. On the 

principle of the Table 1 number of samples are 

supposed to be 36. 

The variance of efficiencies for both methods are 

measured by 28.6 (before) and 9.932 (after).The range 

of observation before is about 30% (69.231-96.154) 

while after employing new method of scheduling this 

rand is changed into (82.89-100 ). 

Table 1 illustrates that the mean of samples for 

before status is 92.147 and after considering the new 

method of scheduling this rate has been soared to 

95.513, it means that the overall rate of production is 

increased over time. On the other hand, Table 1 

shows that the variation scatter for after considering 

new scheduling method is less than before. 

Figure 10 compares the approximental normal 

distribution of both efficiencies before and after 

employing the new scheduling method. Based on this 

histogram for 36 days as the samples the mean of 

efficiency soared from 92.15 to 95.51 and the standard 

deviation reduced from 5.349 to 3.152.
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Fig. 8. Histogram of efficiency before considering new scheduling method 

 

 
 

Fig. 9. Histogram of efficiency after considering the new scheduling method 
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Fig. 10. Comparison efficiency of paint shop of IKCO before and after considering new method of scheduling 

 
Table 1. Descriptive statistics: Efficiency of system before and after new scheduling method 

Variable Number of samples Mean StDev Variance Minimum Maximum 

Efficiency before 36 92.147 5.347 28.608 96.231 96.154 

Efficiency after 36 95.513 3.125 9.932 82.892 100.000 

 

3. CONCLUSION 

As mentioned the first objective was obtained by using 

MATLAB Distributed Computing Server (DCS) software. 

The methodology used in this study is the definition of job 

scheduler and positioning jobs in temporary queue and 

sorting via developing bubble sort in MATLAB distributed 

computing software. This is conducted on the basis of three 

factors of priority, time action and time stamp. 

The second objective was achieved via Cause and Effect 

Analysis method (CAEA). In this regard, the failures in the 

miscellany of groups including material, equipment, people, 

maintenance, management and environment have been 

categorize. Accordingly, based on the simulated scheduling 

algorithm, the faults of ignoring the priority and time action 

of jobs are spontaneously eliminated from the system. 

Minitab software is used to show the status of the system 

before and after applying the proposed algorithm. 

In a nutshell, the results of applying the suggested 

algorithm lead to the significant increase in system 

efficiency. It is suggested for future research to 

formulate some algorithms that will prevent job 

starvation in the industrial manufacturing environments. 
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