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ABSTRACT

The need for image restoration is encountered imynpaactical applications. For instance, distortitue to
Additive White Gaussian Noise (AWGN) or in someasmthe multiplicative (speckle) one can be caused
by poor quality image acquisition. Wavelet denasattempts to remove these types of noise presdhei
signal while preserving the signal characteristiegiardless of its frequency content. A newly deped
method based on the wavelet transform (semi-soésttolding) appears promising, though there ik litt
practical guidance on its use. The results thabhtained by the experiments are compared witlitioadl
additive noise methods such as Sureshrink, Blockhbtk 3 Dimensions (BM3D) and Speckle noise
reduction methods as Lee filter, linear scalingefil(Lsmv). Furthermore, Cycle Spinning technigae i
implemented in order to enhance the quality ofdbroised estimates. It has been found that theopeap
method achieves better enhancement and restouatitie image while preserving high frequency feasur
of the noiseless image. Moreover, the proposedrithgo matches the quality of the best redundant
approaches, while maintaining a high computatieffédiency and a low CPU/memory consumption.
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1. INTRODUCTION Sankaret al. (2012) proposed a new method to extract
respiratory signal from the recorded abdomen moweme
An image can be defined as a two-dimensional using hybrid of neural and fuzzy inference system.
function f(x, y), where x and y are spatial cooades and Also, there is a rapidly increasing interest in
the amplitude of f function at any pair of coordem(x, y)  designing hybrid methods using both wavelet shgeka
is called the gray level or intensity of the imagethat ~and the Total Variation (TV) denoising methods
point. This image is often corrupted by noise siitse  (Banazier and Yasser, 2011), but this method has

" L shortcoming in the regions near to the edges inntiage
acquisition or transm|SS|_on (Narbadg _and Bhagwanzp and its valiogll for specl?le noise only. Khmet%al. (2013)
In recent years, the image denoising problem has be g jieq and summarized some standard methods that

widely studied and two main approaches have beenseq the adaptive filtering technique to reduce the
developed: The variational methods (Aujol and Chelleb  5qditive white Gaussian noise impacts.

2005; Rudinet al., 1992; Chambolle, 2004; Osheral., Durand and Froment (2003) proposed a hybrid
2003; Gilboaet al., 2006) and wavelet techniques (Meyer, method to remove the pseudo-Gibbs phenomenon by
2002; Donoho and Johnstone, 1994; 1995a; Claal, replacing the thresholded coefficients by valueat th

2000; Chambollet al., 1998; Daubechies, 1990). minimized TV; this method presents some drawbacks
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where it gave extra sharpness especially in higklle space and satellite images where it used for GIS

scale of noises. In the 1D signal, the variousfauts applications in forest and urban areas.

mixed with cannot be filtered directly because thags In this study, we are presenting a new image

through the body and turn into an interference denoising scheme that performs better than thesickals

component. Balaiah and llavennila (2012) found thatalgorithms in both types of noise whether it is itidd

EEG is subjected to noise signal and it is contateid. or multiplicative noise. This method is based omise

Then the noise is removed by means of Adaptiverfilt soft thresholding in order to remove the noise and

and Neuro-fuzzy filter. A new approach for Digital artifact from contaminated images. The criteriathod

Imaging and Communications in Medicine (DICOM) noise removal problem depend on the noise type by

image is done by applying contrast stretching andwhich the image is corrupted, where Gaussian and

anisotropic diffusion where denoising of multiplica Spackle noises are the main types of noise that the

noise is carried out and the level of contrast is proposed algorithm deals with.

improved (Yasmiret al., 2012). The paper is organized as follows. The image
The classical wavelet-based denoising method wasglenoising problem is discussed in section 2. Secsio

proposed by Donoho and Johnstone (1995a), botls typediscusses 2D discrete wavelet transformation aatiose

of threshding that were presented in this studyehav 4 discusses the proposed method. Experimentaltsesul

limitations such as blurring and over smoothingtie ~ and discussion is presented in section 5. Findhis

reconstructed image. In addition, it is a typicahlinear ~ study is concluded in section 6.

wavelet threshold shrinkage method, but the defigie

of such methods is that some details of the image a

also removed while the image noise is reduced. In this section, the image denoising and some of

Therefore, a lot of improved algorithms are progose  the preliminary issues such as the assumptionstabou

solve this issue (Hsungt al., 2005; Qing-Wuet al., th.e noisg in images, noise models and types ofesois

2007), although they solve the problem of kilingpt ~ Will be discussed.

many cc_)efficients, but they still s_uffer from thiene 1.2. Image Degradation and Restoration

complexity where the use of Biorthogonal wavelet

transformation leads to extra calculation and niakere A noisy image as additive type in spatial domain is

complicated. In order to improve the efficiency tae ~ mModeled by Equation (1):

image denoising techniques, Principal Component

Analysis (PCA) is used, in which the removal of UY=Uu+w 1)

redundant and unwanted data is done. Applicationk s . . )

as Median Filtering and Adaptive thresholding asecu  Where, 0 is the observed image, u is the unknown

for handling the variations in lighting and noise original image and w is assumed to be an indepénden

: . d identically distributed random white Gaussiaisa
(Suganthy and Ramamoorthy, 2012). An image derwisin an - . .
algorithm based on Gaussian scale mixture model an ith zero mean and finite variane, Where the noise

Bayes Least Squares estimator (BLS-GSM) was aIsoW‘rW(O’GZ)' Figure 1 show the degradation process of

developed (Portilla&t al., 2003), those methods and studies the image that c9ntam|n§ted with additive n0|seth/e,.
. : o denoised image 0 is desired to be as close asbhpossi
came up with a good results in the qualitative andthe original image u
quant|tat|_ve po_mts O.f VIew, but when_t_he Image ais Multiplicative noise model is another most frequent
symmetric or with per|0_d|c texture, the efﬂaemtgcreases. investigated noise model. Different from the Additi
Luisier et al. (2007) introduced a new mt_erscale SUR.E.' white Gaussian Noise (AGWN), the primary charastiri
based approach to Orthonormal Wavelet image degoisi

: i of the multiplicative noise is that a portion oktpixels
(OWT-SURELET), the drawback of th_|s me_thod_ IS twat \ithin an image are corrupted by random-value, evttie
Orthogonal wavelets, the same scaling filter isduf

" . . X remaining pixels are unaffected. The mathematical
d_ecorlnp_:)smon (anz;tl;&sus) and rlecpnstfrl:ﬁtlop (Smb‘féhi expression of the multiplicative noise model (x4 given
signal, it causes of delay analysis of the imageeden . ; .
study by Ladaret al. (2013) found that the best wavelet by Shamilet al. (2011) as follow Equation (2):
parameters were identified as those that provids le
RMSE and did not change the details of the original xJi, j] :{
image; this study is valid especially for data tediato

1.1. The Image Denoising Problem

n.fi,j]  with probability p1

S i 2
X,[li,j] with probability 1-pl
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Fig. 1. The degradation process of the image

where, n[i,j] denotes the corrupted pixel in the noisy 1.4. 2D-Discrete Wavelet Transformation
imagen;, whose pixel values are uniformly distributed

within [Lmin; Lmax]. Usually Lmin = 0; Lmax = 25%5f The Discrete Wavelet Transform (DWT) is a
8-bit gray-scale images. p1l is the probability gfizel waveform of efficiently limited duration that ha n _
being corrupted by the multiplicative noise. average value zero. Wavelets are compared with
) sinewave, which are the basis of Fourier analysis.
1.3. Noise Model Sinewaves do not have limited duration while watgele

Noise can be additive or multiplicative. Gaussiaise  teénd to be irregular (Narbada and Bhagwan, 2018g. T
can be classified as additive noise. The noisy érlagks ~ Wavelet decomposition of an image is done as fallow

soft and slightly blurry, where each pixel in theage will ~ In the first level of decomposition, the image fiditsinto

be changed from its original values by a small amolhe ~ four subbands, namely HH1, HL1, LH1 and LL1, as

model of additive noise can be written as Equat&)n illustrated in Fig. 2. The HH1 sub-band gives the
diagonal details of the image; the HL1 subband gihe

F(x,y)= O(x,y)+B(x,Y) (3) horizontal features, while the LH1 represents theisal

) ) ) ) structures. The LL1 subband is the low resolution
where, F(x,y) is the observed image function, Q(%y  residual consisting of low frequency componentsisTh
the original image and(x,y) represent the signal gsyppand is further split at higher levels of
independent additive random noise. _decomposition. It has been shown that the noiselata

The Gaussian noise has a normal (Gaussianjeyiations can be accurately estimated from the first
probability function as Equation (4): decomposition level diagonal subband HH1 by the
1w robust and accurate median estimator (Donoho and
aussian= ———= €2 (4) Johnstone, 1995b), which was given by Equation (6):
V2mo?

where, g is gray level, p is meanis standard deviation. g
In some cases, voltage spikes in the equipmenbean 0.6745

the cause of the noise in the circuit, where trenghbs in o

the voltage due to the physical properties of tmeuic  1.5. Wavelet Based Denoising (WBD)

material offers the best environment for this kiichoise.

This kind of noise is called multiplicative noi§éhe model

of multiplicative noise can be written as Equaiign

PDF,

_ mediat HI—” ) ©)

The WBD procedure involves three major steps:
Forward transformation of the signal to the wavelet
domain, wavelet coefficient reduction and transfation
I(t) =(1 —€)S(t)+ N(t) (5) of the wavelet coefficients back to the originayrsil

domain. Several fundamental decisions have to #ema
where, e = {0,1} with a probability p and I(t) ihe  regarding the selection of the value of the thrieshao
resulting data measured at a time (t), S(t) isatginal distinguish signal and noise, the mother wavelet the
signal measured and N(t) is the noise introducedhey  choice of thresholding method, as well as the opitim
sampling process, environment and other source ofesolution level or scale for diagnosiriggure 3 shows
interference. These noises also known as “speckiise. the main steps in the denoising algorithm.
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Fig. 3. The main steps of denoising algorithm

1.6. Hard and Soft Thresholding (Misiti et al., 2013). However, it is generally
impossible to remove all the noise without corrogti
Signal denoising using the DWT consists of the the signal as for thresholding; we can settle eithe
three successive steps namely, signal decompositionlevel-dependent threshold vector of length N or a
thresholding of the DWT coefficients and signal global threshold of constant value for all levels
reconstruction. Firstly, we carry out the wavelet according to the method of Donoho and Johnstone
analysis of a noisy signal up to a chosen of (1995b). Thresholding can be either soft or hardrcH
decomposition (analysis) level N. Secondly; we thresholding zeroes out all the signal values ssnall
perform thresholding of the detail coefficients rfro than A. Soft thresholding does the same thing and
the decomposition level 1 to N. Lastly, synthesigin apart from that, subtraciksfrom the values larger than
the signal using the altered detail coefficientenir  A. Soft thresholding causes no discontinuities ia th
level 1 to N and approximation coefficients of leXxe resulting signal. In this study, a new method based

319
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semi-soft thresholding is proposed. This method this for each of a range of shifts and averaging th
overcomes the drawbacks in both types of different results so obtained, produces a recoctiom
thresholding techniques (hard and soft). Thesegypject to weaker pseudo-Gibbs phenomena than the

drawbacks represented in Kkilling too much yhesholding-based denoising using the traditional
coefficients (setting them to zero) in hard thrddhg orthogon:lll gvavelet transfolrrrlw g using "

and the over smoothing that affect the reconstrdicte This is a result of the fact that the discrete vigtve

image in soft thresholdindgzigure 4 shows hard and ; . lation | . in the cad
soft thresholding graph that applied on wavelet traps orm 1S not translation |nva-r|ant n ,t € cazea
coefficients. periodic signal. In other words, if a periodic sgns

) o ) shifted, then its wavelet decomposition coeffickente
1.7. Improving Wavelet Image Denoising via  not simply permuted. Mathematical details of thastf
Cycle Spinning have been studied in Mallat (1989).

In spite of the significant developments in WBD,  Since the image is assumed to be periodic with
wavelet thresholding methods are not perfect withou Period M, better results can be obtained by using a
limitations. Denoising with the traditional wavelet higher number of shifts K{0, 1, 2,.... M-1}. When K
transform (orthogonal, maximally decimated) often = M-1, it is said that total-shift cycle spinning i

show disturbing visual artifacts. In particularepso-  performed. Otherwise only partial-shift cycle spimp
Gibbs artifacts tend to be noticeable in the vigiif ~ is performed. As it will be illustrated, the qugliof

high frequency parts (edges). This is mainly dutheo  the denoised signal, as measured by the MSE, PSNR
lack of translation invariance of the wavelet basis and Quality Indexed Image fidelity measures,

The idea of using “cycle spinning” has been improves considerably for the first few values of K
previously proposed for the purpose of minimizihg t However, for larger values of K, no visible gain is
pseudo-Gibbs disturbing artifacts that are ofteisting ~ achieved by increasing K even further. In our
in wavelet-based image reconstruction and denoisingexperiments K is chosen to be 8.

(Mohsen, 2004). This can be achieved as follows. The cycle spinning algorithm may be rather

For a range of K shifts, one shifts of the imagéhwi computationally expensive. Indeed, when
size MxM, horizontally or vertically or both, deses incorporating this algorithm with K shifts for any
the shifted data using a wavelet thresholding teglen ~ denoising method, the computational complexity is
of choice and then unshifts the denoised imagendoi multiplied by K times.

w; A w; &

e W; Py Wi

R Wiy

(@) (b)
Fig. 4. (a) Hard thresholding, (b) soft thresholding oparsas applied on the wavelet coefficients
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2. MATERIALSAND METHODS where, A =/26%logN, ¢ is the noise variance arid is

A new method that depends on WBD will be number of pixels in the image (size of the image).

o X . For every (wavelet coefficient) that wanted to be
presented where wavelet denoising is used with semiy, . osholded. a square neighbourhood window &
. ’ i

soft thresholding and cycle spinning techniques in considered around the coefficient; BThat means the
order to remove the artifacts and noises from theneighbourhood window size could be represented as
original image. MxM, where M is a positive odd numbeFigure 5

In this method we derived the thresholding function jjjustrates a 3x3 neighbourhood window centerethat
that depends on the criterion of wavelet coeffitien wavelet coefficient to be thresholded. We should
properties and the fact while signal energy becomeshreshold different wavelet coefficient subbands

more concentrated into few largest coefficientsthe independently because the boundaries of different
transform domain, noise energy concentrated in Ismalsubbands are not correlated.
coefficients. It helps for the separation of sigfraim Furthermore, when the window size is intermediate,

noise. This scheme also yields results that arsismmt  say 3x3 or 5x5, the shrinkage to the current wavele
with the human visual system which is more sersitoy  coefficient will take more coefficients in the tshelding

the presence of noise in flat regions than neaeedg  function ;. Therefore, in this case, more important

the image (Mohsen, 2004). image features will be kept and more noise will be

The qualitative measures (i.e., RMSE, PSNR andfemoved as well. However, if the size of the window

Quality Index Image) are used in these experimants ~ around the pixel is too large, a lot of noise i kept,

is because; most of the remaining noise is locdlipe SO @n intermediate window size of 3x3 or 5x5 is fai

the vicinity of edges and other high-frequency eanbf be used. Trade off should be considered when the

the image where the human visual system is Iesswindow size is chosen, because it will affect theldqy

o . of the reconstructed image as it was explained/earl
sensitive to noise near edges. 9 P L/

2.1. Thresholding Function Using 2.2. Wavelet Mother Functions

Neighborhood Coefficients Users of the wavelet transform must identify in
advance the nature of the type of filter functitimst are
to be used. These functions will be known as ‘mothe
wavelets functions’ and they differ in terms of ithe
smoothing and symmetry properties. The synthetta da
were used to assess the effects of the use ofanarje
of different mother wavelets (Daubechies, Coifleda
Symmlet). The experience obtained from these
experiments allowed the specification of a numbgr o
guidelines, which were then used in noise removal
(denosing) and compression process in image progess

) ) applications.Figure 6 shows the shapes of the mother
where, U;; is resulted from summation of square of wavelets investigated in this study.

the coefficients where its location in the same miw
the coefficient that to be thresholded and (i,j) is 2.3. Significance of the Proposed Algorithm
representing the location of the coefficient in the
contaminated image Equation (8):

Wavelet coefficients are correlated in a small
neighbourhood. A large wavelet coefficient will
probably have large coefficients within its neighlm
Therefore, the proposed thresholding function can b
derived from the neighborhood coefficients of ttuésy
image. Suppose;Bis the set of wavelet coefficients of
the noisy 2D signal. Let Equation (7):

Uiz,j = B'Zj—l + Bi,zj + a,zjﬁ (7)

For speckle noise and Gaussian noise, the image
assessment such as PSNR, MSR and Quality indexed
image as well as the visual quality give us goallts in
subjective an objective assessments points of viaw.

o the same regard, the benefits of this researchhé¢o t

Then we set the wavelet coefficient; Bo zero.  community and industry lay in forensic investigatias
Otherwise, we shrink it according to Equation (9): well as defense and border security, with the esallt
of the research being directly applicable in afagdeo
surveillance and security for analysis and resimmat

IfU2 <A® (8)

L) =

B, =B - ij“ U7 (9)

L]
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3. RESULTS (Fig. 7). The first experiment was applied on Additive
noise (Gaussian), the image has noise variance
In this section, we present numerical experiments0.05. For the second experiment, experiment on
to validate the method proposed above. It was afpli Spackle noise with noise level, = 30 is conducted.
on a gray scale benchmark image Lena with 512x512The wavelet transform that we have employed is
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Symmetric supported wavelet with 8 vanishing image, speckle noisy image and different denoised
moments (Sym8) and four scales of orthogonalimages. The results obtained before and after apply
decomposition. The incorporation of the cycle the cycle spinning algorithm are presented.
spinning for the purpose of the denoising based on Figure 7 shows the benchmark image (Lena) with
wavelet transform predictive scheme has resulted inadditive noise and the despeckled images. Those
significant improvement of the denoised estimate, a filters that mentioned above compared with the
most of the artifacts have been reduced. This hagroposed method. The best visual results obtained b
indeed resulted in the best wavelet basedthe proposed method with cycle spinning showed
denoised estimate. good visual results not only removing speckle Heba
The performance of noise removing algorithms is preserving the details of the image and preserkes t
measured using quantitative performance measuds su edge properties. Flat regions of the image, sucthas
as MSE, PSNR and Quality Indexed image as welhas i shoulder, face and background, are relatively smoot
term of visual quality of the images. The mathepati most of the noise in these regions have been
form of the universal quality index Q deals withraé suppressed in the fractal representation. Also from
main different factors: Loss of correlation, lumice Fig. 7f, one can see that although the result obtained
distortion and contrast distortion. Q is computed & by wavelet Shrinkage method contains abundant
sliding window of the image size and its highedugds textures, much noise is retained in the imdggure
1 and lowest value is -1. 7e shows the result obtained by BM3D method. We
The results are given ihable 1 and 2. It is evident  see that most of the noise have been removed, but
from the tables that our scheme outperforms thedsia many textures are also removefigure 7g and h
methods of additive and speckle noise such asshow the result by our method with and without eycl
VisuShrink, BM3D and the adaptive Median. In other spinning respectively, from which we can see that t
words, our scheme removes noise significantly. textures are better preserved while removing the
Original image of Lena, Gaussian noisy image andnoise, especially inFig. 7h the proposed method
different denoised images with noisy lewel 30 are  successfully balances the relationship betweenenois
shown inFig. 7. However, Fig. 8 shows the original suppression and texture preserving.

Table 1. Image quality evaluation metrics computed for Lanage with additive noise witty,= 30
Feature sets

Filter method MSR PSNR Q Execution time/S
Normal shrink 112.4101 28.5241 0.3812 2.300
BM3D 84.1201 31.2063 0.4987 1.960

Visu shrink 91.3778 28.1382 0.3627 3.201

Sure shrink 87.1179 29.6352 0.4532 43.050
Proposed method 79.8830 31.3654 0.5092 37.121
Proposed method with CS 76.4142 32.2134 0.5218 005.4

Table 2. Image quality evaluation metrics computed for Lanage with speckle noise with,= 0.05
Feature sets

Filter method MSR PSNR Q Execution time/S
Lee filter 165.6337 25.9393 0.4474 24.741319
Median 263.3980 23.9247 0.4534 0.780064
Weiner 148.6431 26.4094 0.4357 0.732820
Lsmv filter 112.2887 27.0114 0.4645 3.100400
Proposed method 97.8831 28.2237 0.4850 15.112100
Proposed method With CS 88.1524 28.6785 0.4962 19210
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Fig. 7. Results of various filters on an additive nois¢hwin = 30, (a) Original image (Lena image), (b) Nadisyage (c) Visushrink
filter, (d) Sureshrink filtering, (e) BM3D filterf) Normal shrink filter, (g) Proposed method, frpposed method using SC
with K = 8 shifts
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Fig. 8. Results of various filters on a multiplicative reiwith on = 0.05, (a) Original image (Lena image), (b) Ndimage, (c) Lee
filter, (d) Median filter, (e) Wiener filter,(f) Lav filter, (g) Proposed method, (h) Proposed metisidg SC with K = 8 shifts

Benchmark image (Lena) with multiplicative Fig. 8. The best visual results obtained by the proposed
(speckle) noise and the despeckled images are siown method with cycle spinning and 8 shifts showed good
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visual results by not only removing speckle butoals results and a blurring effect. But the filters dfet
preserving the details of the image especiallyhia t proposed algorithm and Weiner show better visual
edges where the high frequency appears. Also fftmm t results compared to these filters. Moreover, imteof
Fig. 8¢, it is clear to see that although the result execution time; it is clear to notice that Weinitef has
obtained by wavelet shrinkage method contains toothe shortest time compared with the rest of otiitars
much textures and image details, highly noise iswhere it is considered as the sharpest and stariittard
retained in the image. in multiplicative noise. On the other hand, Legefilis

The result obtained by Lsmv filter is shown Hig. the worst filter in the execution time because loé t
8f. We see that most of the noise have been rembwtd, construction of its functions. It has been foundttthe
many textures are removed as weéligure 8g and h proposed method with CS is better than all otHear§ in
show the result by our method with and without eycl quantitative terms as well as visual quality of ithage.
spinning respectively. It is evident to notice thhae

textures are better preserved while removing theseno 5. CONCLUSION
especially in (h) where we use the proposed mettitd
cycle spinning (K = 8). The proposed method In this study, we proposed a speckle and additive
successfully balances the relationship between enois Gaussian noise reduction method by combining a
suppression and texture preserving. wavelet-based denoising shrinkage filter and cycle
spinning with K shifts. The proposed hybrid method
4, DISCUSSION takes full advantage of sparsity and orthogonality

wavelet with the cycle spinning technique to deadise

Table 1 shows the image quality evaluation metrics, low frequency subband without losing textures asesu
Lena image between the original and the despeckledhe wavelet shrinkage method based on local vagianc
image, respectively. Performance of all additivdsseo information to extract textures from noise in thighh
algorithms is tested with the bench mark image. Thefrequency subbands. The image denoising algorithes u
number of shifts K that should be taken shoulddss| semi-soft thresholding to provide smoothness aritkbe
than the size of the image N i.e.,<K). Best values edge preservation at the same time. Not only rengpvi
were obtained for the proposed method with cycle speckle and additive noise, but also preservinglétails
spinning with shift K = 8, it gives lower MSE aniyher of the image and is better than all other algorighim
SNR and PSNR and best values for the universalitual quantitative terms as well as visual quality of itnage.
index (Q), Filters Normal shrink, Visushrink, Sure Two experiments have been conducted on the bench
shrink, showed poorer visual results and a blurringmark image (Lena), the first experiment is conddicia
effect. But the filters of the proposed algorithmda additive white Gaussian noise to compare our method
BM3D show better visual results compared to thesewith many other well-known techniques such as the
filters. In addition, the execution time plays ajonaole VisuShrink, Normal shrink, BM3D and Sureshrink. The
especially when programming time and running timee a results show that our method outperformed the
taken into consideration. In our experiments itlesar to  traditional methods and removes noise significamtbst
notice that BM3D has the shortest execution time of the time. In the second experiment, it was caotehl
compared with the rest of other filters, while Samenk on multiplicative noise (Speckle), our method corepa
has the longest one. Our method has an averagdi¢isne with Lee filter, Median filter, Wiener and Lsmv t&f.
in the range of 15-37 sec. It has been found that t The results show that the proposed method withecycl
proposed method with CS is better than all otherspinning with K = 8 shifts outperformed the mettasdit
algorithms in the quantitative terms as well aswiseal was mentioned earlier and gave better preservation
quality of the image. where most of details in the denoised image are kep

Table 2 shows the image quality evaluation metrics, clear. On the other hand, the most important paiemie
Lena image between the original and the despecklecbur experiments that computed is the execution.tite
image, respectively. Performance of all speckles@oi shows that the standard methods like Wiener, Median
algorithms was tested with the bench mark imagetBe and BM3D filters give the shortest time in this
values were obtained for the proposed method witfec ~ experiment. The use of cycle spinning causes fer th
spinning with shift K = 8, it gives lower MSE, high  slowing of the running time compared with the staaid
PSNR. Best values for the universal Quality ind&y,(  filters. In the future work, we will work on the
Filters Lee, Lsmv while Median showed poorer visual enhancement of the running time in order to reacthe
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