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ABSTRACT

In data mining, much research is being carried toutliscover the previously unknown, valid, novel,
useful and understandable patterns in large dagéabd$e patterns must be actionable so that thgitmi

be used for decision making to a variety of appiwe in healthcare. In this study, feature subset
selection is an important area, where many appemtlave been proposed. Hence, the authors chosen
three existing feature selection algorithms analyzkeir performance using the publicly available
standard colon tumor dataset. The performance efethisting three methods evaluated and compared
each method with DWFS-CKN under study.
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1. INTRODUCTION optimal feature selection still remains to be ayver
necessary, so far difficult problem. In order tdveo
Microarrays provided lot of information that have this problem and find a solution of the probleme th
significance in various medical domain. In recent authors made a selection of three feature selection
years there had been an explosion in the rate ofalgorithms which were compared and discussed with
acquisition of biomedical data. Different types of the proposed DWFS-CKN in this study.
microarray used different technologies for measyrin Feature selection was a topic that concerns setpati
MRNA expression levels. subset of features among the full features thatvshbe
Machine learning and statistical techniques applied best performance in classification accuracy . Tioegss
gene expression data had been used to address tld feature selection consists of 4 steps. Stargogt,
guestions of distinguishing tumor morphology. Arsidy  Search strategy, Subset Evaluation and Stoppiterieri
of microarray presented a number of unique challeng The starting point, the search for feature substited
for data mining. The main types of data analysisdeel  with no features or with all features , the seatrhtegy -
for biomedical applications including gene selettio theoretically, the best subset of features couldooed
classification and clustering. One of the majorlgoa by evaluating all the possible subsets, the ttpaint is
of microarray data analysis was discovery of the subset evaluation-after generated subsetsatirées,
biological knowledge. In this, the importance of the authors needed to evaluate them. To Evaluae th
feature selection in machine learning came from itssubset features, there two methods namely filter
ability of improving learning performance. Several approach and wrapper approach used Kira and Rendell
feature selection techniques developed and disdusse(1992) and tostop the criteria-finally, the researchers
for many years. However, the problem of finding the decided the criteria for halting the search. Irs thiudy
Corresponding Author: Jeyachidra, Department of Computer Science andidgifuns, Periyar Maniammai University,
Vallam-613 403, Thanjavur, Tamilnadu, India

////4 Science Publications 1 AJAS



Jeyachidra and Punithavalli / American Journal ppked Sciences 11 (1): 1-7, 2014

the authors proposed a simple and efficient featureGene data. Feature Selection from microarray datase
selection algorithm called “Distinguishability Bake carried out using t-statistics (t-GA) based aldorit The
Weighted Feature Selection Using Column Wise K decision based classifier was used on the top elatas
Neighborhood (DWFS-CKN)”. The performance of the Wang et al. (2007) proposed the approach for cancer
proposed algorithm has been compared with threeclassification using an expression of very few gene
algorithms Gini Index, MRMR and Relief-F since thes There were two types involved in that method. Tihet f
three algorithms performed well in our previous type was of an important gene selection that wa dxy
evaluation and also the accuracy tested with twuulzo the use of the gene ranking scheme. The secondwgpe
classification algorithms Bayes and C4.5 and védida of the classification accuracy of gene combination
by k-fold validation and Leave-one-out cross vdimia carried out by using a fine classifier. Hang and Wu
by considering accuracy as metrics. The obtainedltse  (2009) described a new approach called “Sparse
proved that the proposed DWFS-CKN algorithm Representation” using Microarray gene expression
performed better accuracy as well as speed. profiles for cancer diagnosis. Nine human tumoreg/p
I were used as data set in their research. RejanBatv
1.1. Objectives and Scope (2009) projected a tumor discovery as of mammogram,

Microarray experiments were expected to contribute €xtracting features which categorized tumors. Micray
considerably to progress in cancer treatment bplega ~ data analysis was conducted by Osareh and Shadgar

a precise early diagnosis, eventhough it is difficthe ~ (2010) for cancer classification. An automated eyst
objectives of the research were: was developed for consistent cancer analysis based

gene microarray expression data. The researchers us
the microarray datasets which included both bireng
multi-class cancer problems.

1.3. The Proposed Distinguishability Based
Weighted Feature Selection Using Column
Wise K-Neighbor hood

The aim of the present study was to verify whether I this section the authors present a algorithriedal
the data selection dependent on the algorithm or no Distinguishability based Weighted Feature Selgttio
The scope of the present study was restricted ¢o th USing Column wise k Neighborhood (DWFS-CKN)".

. : : In the proposed algorithm, feature weights were
ngillggk?lz (é;gree algorithms for analyzing the attg calculated based on the classifiable/distinguishabl

nature of the corresponding member points of that
features using a column wise k-neighborhood metttod.
] ] meant that for a particular column of a feature straf
Many successful feature selection algorithms hadthe points were definitely belonging to any onetlus
been devised. Gheyas and Smith (2010) were invalved class and distinguishable from the other classescan
the study of goodness of a feature subset. Hetray  k-neighborhood of each value, then the feature e
(2005) suggested the well organized choice of that particular column was high. So, a feature Witiad
discriminative genes from microarray gene expressio highest feature weight was the most importanttatte
data for cancer diagnosis. Daial. (2006) demonstrated of the data and a feature which had lowest featight
the Dimension Reduction for Classification with @en was the least important attribute of the data. 8o,
Expression Microarray Data. Wang and Palade (2007)classification tasks, the authors selected a sswllof
recognized a comprehensive fuzzy based framewark fofirst few features which were high feature weighthe
cancer microarray data gene expression analysis. Th following algorithm explained the proposed Data
method used three microarray cancer datasets namelRistinguishability based Weighted Feature Selection
Leukemia, colon cancer and Lymphoma cancer. A novelusing Column wise k Neighborhood (DWFS-CKN).
fuzzy_ t_)ased system was L_Jsed for both gene seleatidon Algorithm _ DWFS-CKN
classification by applying the microarray gene
expression data. The performance achieved by thatet

* To eliminate the redundant, irrelevant or noisyadat

» To get better the data quality furthermore minimize
the feature space

* To develop a new algorithm for feature selection to
maximize classification accuracy

1.2. Previous Works

method was more viable. Yahal. (2007) followed the
data mining techniques for cancer classificatiomgis

////4 Science Publications 2

D be the set of Microarray Data of m rows of n
features

AJAS



Jeyachidra and Punithavalli / American Journal ppked Sciences 11 (1): 1-7, 2014

T be the corresponding class id’s of m records.of D 1.4. The Feature Selection Algorithms
The dataset D can be grouped in to ¢ humber of .
sub groups based on the class membership ag"4'1' Gini Index

follows The Gini coefficient or Index was measure of
D={0g1, %, -- G } inequality developed by the Italian statistician
Where Corrado Gini and published in his 1912 paper
On O, .. @, are the ¢ number of sub sets of data “Variabilitd e mutabilitd”. The Gini coefficient vea
belonging to c classes. often calculated by:
%98 are the colum-wise average of @, .. g,
W-array of size of 1xn to hold the feature il
weights G= 1—2 Xy = X)) (Y + Yy
Dist- array of size of 1xn to hold the minimum k=t
distance.
for i = 1 to n //for every feature in the data Hist 1.5. MRMR
{ : .
for j = 1:m //for every row in the data do this Maximum —  Relevance-Minimum  Redundancy
{ (MRMR) was the scheme in feature selection was to

: . select the features that correlate the stronge#it wi
/Ik-neighbor Detection e .
for k = 1: m//again for every row in the data do classification variable Perggal. (2005).

this { 1.6. Relief F
/[calculate the distance between
/lthe selected attribute point
/land other points
d(k) = |D(,if-D (k)* [

Relief-F was a feature selection strategy that ehos
instances randomly and changed the weights of the
feature relevance based on the nearest neighbor.

} 1.7. Metrics Used for Performance Evaluation-
/lwe will have the set of distances of size mx1 Classfiers, Accuracy and Validation Methods
d={d, dZ"_"" Chn} ) , The most popular two classifiers namely Bayes
/sort the distances in ascending order Classifier and C4.5 Classifier were used and it was
idx = sort(d) proposed by Quinlan (1993). C4.5 was the most @pul
//Now we will find top k neighbors and the most efficient algorithm in Decision treseséd
Neighbors = T(idx(1: kn)) approach these two classification algorithms weogem

frequently us_ed by the pre.vious researchers. Thease
/lfind the index of neighbors which are in the Calculated using the following formulas:
same class T(j)

\dx = find(Neighbors == T()) Accuracy = (TP+TN) / (TP + FP + TN + FN)

In this study the authors have used k-fold cross

/If there are at least k/2 neighbors belong ® th validation as well as leave-one-out cross validatior

class T()) evaluating the performance.
/lthen that data point is a classifiable one-
increase weight 2. MATERIALSAND METHODS
If size(idx) >k/2 {
W(i) = W(i)+1; 2.1. About the Implementation
} The researchers used the feature selection tool box
} called ‘fspackage' provided by Arizona State
} University. The authors implemented the proposed
Features=sort(W,'descend’ ); DWFS_CKN algorithm under MATLAB and compared
Now, the first n features can be used as the pyimar their performance with three algorithms Gini Index,
features. MRMR and Relief-F.
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2.2. The Colon Tumor Microarray Dataset:

Dataset Number of genes classes  Training data dB¢ést References
Colon tumor 2000 Normal 22 --- http://www.molbiampreton.edu/colondata
Cancer 40

The authors strong-willed to use the colon tumor  The Table 2 shows the average accuracy, average
dataset for this study. Because, some of the puwevio error, maximum accuracy and minimum error achidwed
researchers used and highlighted the complicafidhi® Bayes classifier and J48 classifier. It was catedlaby
dataset. This dataset contains 62 samples colléeciad  with respect to repeating the 10 fold cross vailifafor
Colon Tumor patients and it is a publicly available 25 times (each time, the data was kept in a ranutdler).
standard dataset. Among them, 40 tumor biopsieg wer  The Fig. 2 shows the average error of the 25
from tumors (labeled as “negative”) and 22 normal iterations of 10 fold cross validation and the parfance
(labeled as “positive”). Each sample was represehte  of the proposed DWFS_CKN was better than compared
2000 genes. So, the data set contains 62x200Qo three other algorithms with respect to averager ef

continuous variables and 2000 class ids. 10 fold validation.
The Fig. 3 shows the average accuracy of the 25
3. RESULTSAND DISCUSSION iterations of 10 fold cross validation and the parfance

of the proposed DWFS was better than comparedeto th
The Table 1 shows the accuracy and error rate of three algorithms with respect to average accurdcy0o
classification by Bayes and J48 (C4.5) with resgect fgId validation.
first 50 features selected by different featureectbn The Table 3 shows the time taken by the three
algorithms. The metrics were calculated by doingiee different algorithms. In the case of MRMR, the time
One-Out  (LOO) cross validation Jeyachidra and taken for selecting the primary features would éase
Punithavalli (2013). o with increase in the number of features, MRMR
The Fig. 1 shows the accuracy of classification by consumed more time and the performance of the MRMR
Bayes and J48 (C4.5) while using the first 50 festu  was poorer than that of the other compared algosth
selected by four different feature selection alidonis. Jeyachidra and Punithavalli (2012).
The performance of the proposed DWFS_CKN was The Fig. 4 shows performance of the feature
better than compared to the other three algorithms. selection algorithms in terms of run time and iis ttese
The Fig. 1, the set of bars at the right most of the the performance of the proposed DWFS- CKN was
chart belongs to the proposed DWFS_CKN method. better than the three algorithms except Relief-F.

Comparison of max. accuracy-leave one out cross vallidation

100
OBayes OJ48
: ) ) 87.1
~ 5348 ¢387 8348 06 5548 g3 87 83.87
<
7+ | | 1 | 1 |
=1
Q
-
50 . . .
Gini Index MRMR Relief-F DWFS CKN

Fig. 1. The accuracy found through leave one out crosdatan with respect to 50 features
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Comparison of average error-10 fold vallidation
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Fig. 2. Average Error of 25 Iterations of 10 Fold crosBdation
Comparison of avg. accuracy-10 fold validation
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Fig. 3. The average accuracy found through the averagé ains of k fold cross validation (k = 10)

Table 1. Comparison between Bayes classifier and J48 classiith respect to 50 features using LOOCV

Bayes (%) J48 (%)

Feature selection methods Accuracy Error Accuracy rrorE
Gini Index 85.48 14.52 83.87 16.13
MRMR 85.48 14.52 82.26 17.74
Relief-F 85.48 14.52 83.87 16.13
DWFS-CKN under study 87.10 12.90 83.87 16.13
Table 2. 10-Fold cross validation using 50 Features-theame maximum and minimum of 25 iterations

Bayes (%) J48 (%)
Feature
Selection Average Average Maximum Minimum Average Average Maximum Minimum
Methods Accuracy Error Accuracy Error Accuracy Erro  Accuracy Error
Gini Index 84.53 15.47 86.67 13.33 82.87 17.13 B6.6 13.33
MRMR 84.60 15.40 86.67 13.33 80.87 19.13 88.33 11.67
Relief-F 85.67 14.33 86.67 13.33 81.33 18.67 90.00 0.0a
DWFS-CKN 86.27 13.73 88.33 11.67 83.13 16.87 87.13 12.87
under study
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Time taken by feature selection algorithms
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Feature selection algorihms

Fig. 4. The time taken for feature selection

Table 3. The top 10 primary features according to diffemgbrithms

Feature selection method Time taken (sec) Indeékeofirst 10 selected features
Gini Index 4.83 1671, 249, 493, 765, 1423, 513117245, 267, 1772
MRMR 5.48 1671, 249, 493, 765, 1772, 625, 1042, 1823, 1771
Relief-F 1.45 267, 245, 249, 1423, 822, 765, 1882483, 897
Proposed DWFS_CKN 1.50 249, 1671, 1423, 513, 765, 28l/, 493, 1892, 415
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