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Abstract: Problem statement: In Mobile grid, the mobile devices can be effedyvimcorporated in

to the Grid. It enables both the mobility of therssrequesting access to a fixed grid and the ressu
that are themselves as part of the grid. Therenamber challenging issues for mobile grid; such as
connectivity, availability, maintainability, consémcy and fault tolerance. This study addresses the
issue of data replication solution that maintaimssistency, which improves the availability of
replicated data in a small scale mobile grid emuinent. Approach: In this study we propose a
structural design that improves the availabilityaimobile grid environment by placing the replina i
an optimized manner so that the performance ofrtbbile grid environment can be improved and a
multi agent based approach to maintain the comsigtdetween the replicated data effectively by
propagating the latest updates intelligenfResults: The study presents the results depicting the
advantageous of using agents in data replicatitwigwincludes reduction in data communication cost
under different circumstances like change in mobibf nodes, read write ratio of nodes and
replication schemaConclusion: The proposed method will select the optimum nunafdocations to
place the replica such that the maintenance ovdrleeh as update propagation, consistency
maintenance, storage cost and communication cdistewieduced.
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INTRODUCTION wireless technology and grid computing technology
(Birje et al., 2006). Rapid advances in
Mobile, nomadic and fixed wireless devices miniaturization, increasing processing power and
form new type of resource sharing networks calledeature-rich operating systems and applications,
wireless grids. Grid computing (Fosteiral., 2001)  along with the proliferation of wireless accessn®i
lets devices connected to the Internet, provides ahave quickly expanded the usefulness of these
overlay for peer-to-peer networks and dynamicallydevices and made them increasingly capable of
shares network connected resources. The wireledgking part in grid networks.
grid extends this sharing potential to mobile, The use of mobile devices in grid environments
nomadic, or fixed-location devices temporarily may have two interaction aspects: Devices are
connected via ad hoc wireless networks. Wirelesgonsidered as the users of grid resources or ds gri
mobile devices have become an indispensable toaksource providers (Elizabeth and Sivagami, 2010).
for large and small scale businesses, especiatly fobue to the constraints on energy and processing
those where employees must perform their dutiegapacity of mobile devices, their integration ithe
away from the office such as field workers or salesyrid as resource providers and not just consunsers i
representatives (Ahuja and Myers, 2006). They challenging issue. Because of the limited
increasing reliance on these devices has motivategsndwidih and frequent disconnections in mobile

the pace at which applications for these devices argiq environment significant work has already been
developed, as well as expanding the scope an8arried out to improve the performance and

functionality of these applications. reliability of mobile grid systems.

Wireless grid computing: Wireless grid computing Data replication issues and challenges:
is evolving because of the fast developments irReplication is the process of sharing information s
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as to ensure consistency between redundar®vercome network latency: Mobile agents
resources, such as software or hardware componentdispatched from the base station act locally and
to improve reliability, fault-tolerance, or accédslity. directly execute the instructions thus helps in
It could be data replication if the same datadsest  overcoming the network latency in achieving replica
on multiple storage devices, or computationconsistency across the sites.
replication if the same computing task is executed
many times. Replication management provides locahdapting dynamically: The agents can be
replicas for remote applications in order to quickl retracted, dispatched, cloned, or put to sleep as
access and process remote data, avoiding a gra@at deetwork and host conditions change. For example,
of data transferring, improving the efficiency aital  as better agents are developed they can be sent out
access and the capability of fault tolerance. on the network to replace the older version.

In a mobile grid environment, data replication
technique is used to improve availability and ascesOperating in heterogeneous environments: The
cost. In recent years, more and more works focusedgents are dependent only on their execution
on the replica management in parallel andenvironment, they facilitate heterogeneous system

distributed systems. But most of them concerned offitegration. This advantage is vital in mobile
replica location, replica replacement and environment due to device heterogeneity (i.e., smar
consistency strategies of replica, or buildingPhones, PDA's, laptop’s are involved in data grid
infrastructures for replica management. In fact,formation).

replica placement is one of important challenges t
improve performance and good placement strategi
can result in significant performance gains.

E?Robust and fault tolerant: Mobile agents can react
Synamically to unfavorable changes in the
environment which helps to create a robust and

Agents: In computer science, a software agent is e{ault—tolerant grid system.

piece of software that acts for a user or other ] .
program in a relationship of agency. Such” actian o Proposed sche_me._ .Th's st_udy addres_ses the
behalf of” implies the authority to decide which pro'?"e”.‘. of maintaining consistency and improving
(and if) action is appropriate. The idea is thadrg availability of replicated data for small scale

are not strictly invoked for a task, but activatedlsmbmeOI systems  that operate - in mobile

. . nvironments, called as Mobile Grid. Distributed
themselves. Related and derived concepts |nclud§ namic relication based on multi agent svstem
intelligent agents (in particular exhibiting some y P 9 y

aspect of Artificial Intelligence, such as learnamgd Wgh”éztlilctmtc;le:en;eisls di\c/ji?jzgni?\(tjc; tw-gh?ev%rlgpt?;gg
reasoning), autonomous agents (capable OB P y

modifying the way in which they achieve their station level and mobile node level. Maintaining

cjecives), disnbuted agent (eing executed fPISETE) 200 MDIONG Vel eplen
physically distinct computers), multi-agent systems P P

(distributed agents that do not have the capadsliti of three types of agents identified in this studgyse

to achieve an Objective alone and thus musftatlon agent runs the expansion, contraction chwit

communicate) and mobile agents (agents that Canest and fault tolerance algorithm to keep theesyst

. . A stable, node agent monitors the mobile node and
relocate their execution onto different processors) ) . . .
: . keeps updated information about mobile node, it

We consider the following advantages to

incorporate agents in the proposed dataglso acts as tokenizer and is responsible for passi
replication system. ack the list of changes that took place during

replica updation to base station, update agent is
responsible for updating the mobile replicas and

Reducing network load: Agents on the mobile S )
dpaintaining consistency.

node and base station reduce number of message
changes between mobile node and the base station
thus helps in reducing the communication cost for MATERIALSAND METHODS
data access.

Wolfson and Milo (1991), the authors have
Executing asynchronousy and autonomousdly: developed a new update propagation method, the
The agent can operate autonomously even if the nodainimum spanning tree write, based on efficient
from where it was launched is no longer available.  multicast algorithms. According to the minimum
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spanning tree write, a given processor in therequests alone are not sufficient to decide the
network should multicast an update of a logicalreplication sites, signal strength and performance
data-item to all the processors that store repliafas should be considered in deciding the replicatios, si
the items, along the paths which form a minimumalso this system lacks the fault tolerance support.
spanning tree. Limitations: read and write requests A hybrid replication strategy is presented in
alone are not sufficient to decide the replication(Abawajy et al., 2006) that have different ways of
sites, signal strength and performance should béeplicating and managing data on fixed and mobile
considered in deciding the replication site, alsis t networks. In the fixed network, the data object is
system lacks the fault tolerance support. replicated to all sites, while in the mobile netiyor
Wolfson et al. (1997), a distributed dynamic the data object is replicated asynchronously ay onl
replication algorithm for data object placementin one site based on the most frequently visited site.
network with tree topology is proposed. EachLimitations: this system cannot handle the burst
replica site decides whether to duplicate its oapli which degrades the response time; also the system i
to its neighbors or whether to de-allocate its ownnot fault tolerant.
replica based on the read and update access pattern Cedar (Toliaet al., 2007) uses a simple client-
Limitations: this system cannot handle the burstserver design in which a central server holds the
which degrades the response time; also the system jnaster copy of the database. At infrequent intsrval
not fault tolerant. when a client has excellent connectivity to the
Matiasko and Zabovsky (2008), it has beenseryer (which may occur hours or days apart), its
proposed that rather than throughput and latency feplica is refreshed from the master copy.
Signal to Noise Ratio (SNR) is involved in |jmitation: although this system improves the
designing replication model. SNR affects both ayailability it lacks consistency of the replicince
characteristics throughput and latency in significa replicas are refreshed hours or days apart, also th
way. SNR directly impacts the performance of asystem requires an intelligent entity to resolve th
wireless connection. Limitation: higher SNR only update conflicts at the central server.
ensures the connection strength but other parasneter  p price based distributed energy constrained
like battery, performance and load on the nodgesources allocation optimization algorithm (Li and
should be considered while deciding the replication j, 2010) is proposed which aims to reduce energy
node which requires an intelligent entity. ~ consumption and also to improve the application
Elizabeth and Sivagami (2010), The Replicagjity in a mobile grid environment with a limited
%‘:ﬁ%‘?;?gg tgasﬂlyg_;—(?r[[eggggwgfesnglifaigglgtggwelﬁ energy change, ensuring battery lifetime and also
tIhe deadlines of the grid application. Limitations:

balancing the load of replicas and to reduce the, . . S ; .
communication cost in mobile grid environment%hIS system aims only in improving the battery life

using bottom-up dynamic programming approach.ime of_nodg and the. response time Qf the_ grid
Then, a resource selection algorithm is integratedPplication, incorporating parameters like signal
with bottom-up dynamic programming approach tostrength and performance, intelligent entity in
support fault tolerance in mobile grid environmenthandling requests can yield better results.

by considering the dynamic characteristics of IEEE 802.11 based mobile grid architecture
mobile devices. Limitations: although this system(Ghoshet al., 2007) is proposed which discusses a
considers all the parameters like battery,generic node mobility prediction framework for

perforrr;]ar}ce and kload. into - account Cr?”rr]‘e‘:tio%obile grid environment. This framework can be
strength Is not taken in to account which may o4 5 formulate cost effective job allocation

result in frequent failures, also there is need forschemes based on a oredetermined pricing strate
intelligent entity to decide the threshold value to P P 9 9y

optimize the replication. at the Wireless Access Point to be distributechto t
A multi-master scheme is used in (Montegto ~Mobile nodes under it. Limitations: this system gim

al., 2007), that is, read-any/write-any. The server®nly in predicting the mobility of the node to
allow access (read and write) to the replicatec datformulate cost effective job allocation, incorpamgt
even when they are disconnected. To reach afitelligent entity in handling request and in dewogl
eventual consistency in which the servers convergéhe job allocation site can yield better resultsoal
to an identical copy, an adaptation in the primaryparameters like battery, performance and load
commit scheme is used. Limitations: read and writeshould be considered.
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. We model the grid environment as a connected
¢ R D graph. G (V, E), where V is the set of nodes arisl E
e . the set of links connecting the nodes. We usedn’ t
IBase station denote the total number of nodes in the given

network, i.e., n =| V |. Each edge has a non-negat
weight associated with it. A single data item is
R considered in the network, which is to be replidate
g__ [ﬁ] [hl at selected grid nodes. For each node i €V, the
frequency of reading the data item is Ri, the
s = o = frequency of writing the data item is Wi and thetco
(@- IHJ {E (E g, of replication of the data item is costq,i. Theliep
management problem in the above modeled grid
£ \ \ \ 4. environment can be defined as follows. Given a grid
(‘I (ﬁ e, (h [ﬁ| (ﬁ: [ﬁ‘ G (V, E) and number M @M<n), select at most M
= . : " replication nodes such that total (read and write)
] ) ) o ) cost minimized, meeting QoS requirements of the
Fig. 1: Mobile grid replication architecture node and also the selected node should have a SNR
o value greater or equal to the critical SNR (SNRc)
Proposed method: The proposed replication yajue and mobility, battery, performance (load)
strategy composed of two components: l.alues should be in the acceptable range. Therlinea
Replication architecture and 2 agent basednathematical model for throughput T, prediction
replication method. Replication architecture servesased on previous observations looks as follow (Na
the purpose of providing a comprehensiveet al., 2006): SNR is a measure of signal strength
infrastructure for improving data availability and relative to background noise. The ratio is usually
supporting small number of replicas in mobile grid measured in decibels (dB). SNR, in decibels ismive
environment by determining the required by the formula Eq. 1:
components which are involved in replication
process. Agent based replication method serves theNR =20 log10 (Vs/Vn) (1)
purpose of transferring data updates between the _
components of the replication architecture, sothas Where: . . . L
achieve consistency of data and improve availgbilit Vs = The incoming S|gnal_stre_ngth in micro volts
of recent updates to interested host. The strategy VN = The noise level, also in micro volts Eq. 2 &nd

hybrid in nature consists of both pessimistic andT=Tmax SNRO > SNRc @)
optimistic replication approaches (Fadelelmosia ’
al., 2009). The pessimistic approach is used forr = Ax (SNRO - T0), SNRO <= SNRc (3)

restricting updates of infrequently changed data to

single replica. An optimistic replication, in comst, where, Tmax is saturation throughput, A defines the

allows multiple replicas to be concurrently slope, TO is a breaking point where Tmax is

updatable based on the optimistic presumption thaghanging to a curve described by A, SNRO is a

update conflicts are rare. Conflicting updates arecutoff SNR specified by the hardware vendor.

detected and resolved once they have occurred. Remaining battery information Bi is calculated as
shown below Eq. 4 (Elizabeth and Sivagami, 2010):

Replication architecture: The study considers an Bi = Bic-Bi @)

environment which consists of fixed host (Base P

station), mobile hosts, a replication manager ®eba \yhere:

station and a replicated database on each host. i - The current amount of battery before a job is

replicated database is called as mobile database assigned

when it is stored on a mobile host. Fixed hostBilo = The amount of battery to process a job
represent server with more storage and processing
capabilities than the rest. The replicated databasg obility information: Job should not be assigned
contains a set of objects stored on the set obhost  tg a replica node if it has a frequent movement,
The proposed replication architecture considers hich is the probability of a replica mobile device
total geographic area (Fig. 1) divided into twoelsvl.  that keeps moving out of a mobile grid network,
Base station level and 2. Mobile Host level. which is less than 40% by predicted path.
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5.2 Readq,i and a non-negative write rate Writeq,i. If
Y is the write cost for a given object i and X gt
1/” ' read cost for the same object, then Y/Xids the
4 ratio of the write cost for each node. If there ace

¥

5.2 5,2

™
e replicas for object i in the system then the total
data transfer cost for this object at node q is Eq.

/ \ 1 HR T (Lamehamedeét al., 2002):
5,2 3.2 5.2 24,2

e <

@ @ @ costq, i = (Readq, i + Writeq, i)xsize(i)xd(q, d)7) (

1 where d is the node containing the object i, d{q, d

\1
5,2 / —~J? s the cost of sending a unit of data along thén pat
. @ @ fromd to q.
5,2
1]

“

Essentially the proposed method is to select a
set of optimum number of replication nodes M, such
that the total cost: costq,i is minimized. Howetrex
given grid environment is dynamic in nature, the
resources, user requests and the network statistics
changes in a timely fashion. Therefore after figdin
, ) the optimum number M nodes, the assignment of the
Performance infor mation: Performance (o4 ests to replica should consider the number of
information is those of CPU, memory and storageyser requests and network characteristics (i.eR SN
Perforr_nance _mformatlon reflects dynaml_c status_ofvame, SNRc value, mobility, battery, performance
a mob_lle device. If the _Ioad on the replica moblle(Or load), QoS) for the current period. However the
node is too low, that is less than 70% of total 5 gigate site that holds the replicas currently ma

capz?::ity g(r;d ﬂ_}_en jo_lla_ ii ai/sigged. d he b not be the best site to fetch nor cannot handle the
Consider Tree T = (V, E) rooted at the base;c agq request, if the user request and network
station (Fig. 2), where node set V is the set &ba | o0y changed. Therefore relocation to be

station and other mobile devices and E = VxV is the

. e considered to maintain good performance.

set of wireless communication links. For each edge

E (u, v), a communication cost d (u, v) is assedat Agent based replication method: The proposed
with it. Each node v €V in tree has two weightsdrea replication method based on a multi-agent system is
(v) and write (v) of that node respectively. An@th a5- Tuple <T, S, D, |, U > entity, where.

request is served by the node named p (v), whichis T = {t1, t2, t3, t4} is a finite set of replicatio
the first node in the path from node v to root andagent types. A type ti maps each replica system
there is a replica stored on it. BS calculatestithied  agent to a certain level (i.e., the type determihes
number of request t (v) for each node so as to findocation or functionality of agent).

suitable replica nodes to balance the load, sattiefy S ={s1, s2, s3, s4, sb5, s6, s7} is a finite det o
performance requirements of user and to reduceeplica agent states. Each state represents thentur
communication cost. If the mobile node is a leafactivity that is carried out by the model.

node of the tree, its read (v) +write (v) will ks t D ={d1,d2,...,dn}is afinite set of daterns

(v). Else the sum of read (v) +write (v) of thatdeo that are required to store recent updates that are
and its children will be its t (v). Therefore, the performed on the similar data items, which are
dynamic programming equation of workload is stored in the database.

Read, update request
Q » Mobile node

Fig. 2: Tree topology of Mobile grid

given as Eq. 5 and 6: I = {i1, i2,, . . , in }is a finite set of
primitives/instructions that are required to pemfor
T (v) = read (v) + write (v), if v is leaf (5) the agent activities and the transitions.
UT->{1,2 3,. .., k}is a function for
t(v) =2 t(vj) + (read(v) + write(v)), assigning a unique identifier for the agent based
if v is not leaf vj€ch(v),vj €S (6) replication in the system. According to the above

mentioned formal definition, the proposed scheme
Each node g in the overall system and a datgonsists of code and database, which has type, stat
object i are associated with a non-negative retsl ra and unique identifier.
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3.U-Agent creation = and updates the mobile replica, the update/change
invocation Base station . . . . L.
list is passed to base station via message passing,
- case of any update conflicts base station is
responsible for resolving the update conflicts.

4. Migration of
U-Agent instance 2.N-Agent passes
back the update

change list

4

5. Updateinsertion
Reph‘h by U-Agent instance

containing node

Lupaare  Update Agent (U-Agent): U-Agent is responsible
maintaining consistency across the mobile grid. U-
Agent follows the Spanning tree path maintained by
Update
U-Agent splits itself and takes different path to
oy update the mobile copy of replica, once the update
. Post updat @ task is completed U-Agent removes itself. The
5 instance

insertion by U-
Agent instance

request  for updating the mobile node replica and
the localization manager, whenever the path splits
possible states of the U-Agent are:

Creating instance: The U-Agent creates an

instance of it and stores the set of recent updates

this instance.

Fig. 3:State  transition diagram for update
propagation

Agent types: Agents used in this replication scheme
are classified into three types according to tivelle
in which the agents carries out its activities asdd
on the functionality. The agent types are.

Migration: The U-Agent instance migrates from the
base station to other mobile device which contain
replica that is inconsistent.

. . . Insertion: In this state, the U-Agent instance inserts
Base Station Agent (BS-Agent): BS-Agent is it's stored recent updates in the database of the

responsible for analyzing the context of the mobile host

environment, i.e., it analyses system requirements '

and detects any changes in the grid environment a”ﬂemoving: The migrated
reports it to replication manager (Fig. 3). Theyonl
possible state of the BS-Agent is:

instance of U-Agent
removes itself after completion of the insertion
process (Fig. 3).

Monitoring: In this state, the BS-Agent monitors paes gation level: This level contains the master
the connection with the other devices throughreplica which must be synchronized with the
|r_1teract|0n with its _enwronment (i.e., hosted (dxe')l_ replicas from the nodes at the mobile host levae T
via message passing and detects any changes in thgrer in this level is responsible for synchramgi
environment. all changes that have been performed on

_ i ) infrequently changed data with the lower level.sThi
Node Agent (N-Agent): N-Agent is responsible for |eye| contains the replication manager which asts a

monitoring the mobile node and collecting mobility, the core of the proposed Replication method; two

battery, performance (load), SNR and SNRcypes of agents are associated with this level.
information and maintains the read and write updateg|lowing are the components of replication

counter for the replica. The possible states ofNhe  manager (Fig. 4).
Agent are:

Replica manager: The replica manager selects the
Monitoring: In this state, the N-Agent monitors the optimum number of locations to place the replica
connection with the other devices throughsych that the maintenance overhead such as update
interaction with its environment (i.e., hosted @&)i  propagation, access cost and storage cost can be
viamessage passing. N-Agent also monitors theninimized with minimum number of replications.
mobility, battery, performance (or load) informatio Replication manager makes use of self stabilizing
signal-to-noise ratio, read and write requests. distributed dynamic replication algorithm for data

object placement in a network with tree topology.
Tokenizer: Write Once Read All (WORA) method The distributed dynamic replication algorithm works
is used in this scheme, N-Agent of mobile nodeby three tests, namely, expansion test, contraction
which wants to update the replica acts as a tokeniz test and switch test.
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Performance history
s

Update information Location information Replica information

(=5
|

Consistency ] [

i
Location
manager

manager
T

Trigger

. Strategy
manager
Context information

Strategy information
System state Context
* monitor analyses
Dynamic changes

= { Environment ]

Fig. 4: Replication manager architecture

The expansion test is executed at each neighbdk:
of i, if the changes like one or more mobile nodeZ:
getting added to the wireless grid, detection of3:
drastic changes in read and update requests of
mobile nodes in a particular instance triggers the
execution of expansion test by the BS-Agent and is
responsible for replica schema expansion, aging:
factor can be used to modify the third step tos:
improve the efficiency of the expansion test. Whatg:
motivates is, it is easier to deal with preventan 7:
node failures due to communication network than tog:
solve the node failure, the proposed method preveny.
data replication at nodes which has the tendency
towards failure.

Localization manager: The localization manager
keeps track of the nodes containing the replica an
is responsible for creation and allocation of T-Age
upon the update request.

Consistency manager: The consistency manager
ensures replica consistency after each write

operation and resolving update conflicts andlgf

creating the instance of U-Agent which is
responsible for inserting update to each replita si
and helps maintaining consistency.

17:
Context analyzer: The context analyzer detects the 18:
pertinent change in required context informatiod an 19:
the fault 20:
tolerance algorithm to maintain stability in the 21

provides context information, runs
system and also contains an instance of BS-Agent

which helps in detecting the changes in the system

10:

13:

14:

case of node failures; fault tolerance algorithm is
triggered by the node failure.

Strategy manager: The strategy manager adapts

the replication strategy to context or system state
variations. For example, the system changes its
strategy from pessimistic to an optimistic one in

order to improve the data availability.

System state monitor: Replication system monitors

its own state. This state is represented by system
performance (load) parameters, data availability
parameters
Replication scheme that is most adapted to the
change in context by modifying the plans are stored
in history.

and data consistency parameters.

Algorithm 1 Expansion test:

Begin

for Each neighbor j € M do

Examine Ri and Wi.

Ri is the read request from j to i during lastdim
period, Wi is the total number of update request
from i and neighbor 6 = j toi.

if Ri >Wi then

Mark those nodes as candidate nodes.

end if

end for

for Each candidate do

if Candidate is the site on which replica is
currently located then

Goto step 21

11: else
&2:

For the candidate sites get SNR and SNRc,
battery, mobility, load values.

if SNR>SNRc, battery>10 %, mobility<40 %
and load<70 % then

Replicate the data on the candidate node,(thus
joins M).

else

Choose site with the read requests > update
requests, from the non candidate set and mark it
as candidate for data replication.

Gotostep 8

end if

end if

end for

End

The contraction test (Algorithm 2) is only done

environment. In addition to expansion, contractionat the replica in M, contraction test is triggetagd

and switch tests, fault

tolerance algorithmthe detection mobile node failure by the BS-

(Algorithm4) is used to make the system stable inAgent and is responsible for replica schema
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contraction, if any such node failure is noticed,8: end if
then contraction test allows us to release the sit®: end for
from the replication schema. 10: end if
11: End
Algorithm 2 contraction test:
Mobile host level: This level contains the mobile
L replica; each replica in this level is updated
2: for Each node i €M do frequently and then synchronized with the master
3:  Examine Wj and Ri. replica. Mobile host level uses the N-agent to
Wj is the number of update requests that imonitor the connection with the other mobile
received from j during the last time period, Ri i gevices through interaction with its environmert vi
the number of read requests that i received inyessage passing. N Agent is also used to monitor
the Ias_t time period. . the mobility, battery; performance (or load)
4 \I,E;iﬁ;nsme SNR, SNRc, battery, mobility, load information, signal-to-noise ratio, read and write
RSO counter values. Mobile host passes information to
5 nlwfoVI;/iJIig/Elzl(())r; NOFE;;\LR;% (;/2 ?ﬁéfry <10% or the replication manager, Context analyser with the
elp of BS-Agent which detects the changes and

6: Release site from replication schema M (thus, P . s
exits M) reports it to strategy manager, the replication

7. else if The replica node i doesn’t respond then manager takes the actions according to the changes

8: Release site from replication schema M (thus, fNd brings back the stability of the system by
executing the fault tolerance algorithm. N-Agent

Begin

exits M) . .
9: endif also acts as tokenizer during update and passes the
10: end for update/change list that took place during update to
11: End base station via message passing. N-agent and U-

Agent works at the mobile host level and they are

The switch test (Algorithm 3) is executed at theresponsible for carrying the list of changes during
replica in M and is responsible for moving replioa update and update insertion after conflict resofuti
the neighboring node by discarding its own copy. Ifrespectively.
the candidate node that is holding the replica
currently is not the best site to fetch nor candhan Algorithm 4 Fault tolerance algorithm:
the access request due to the change in user teques
and network latency. In such situation reallocation_
of replica is done by the switch test executione Th —
algorithm will converge to the optimal placement <
scheme if user access pattern remains stable.

Begin

Scan the grid to find out failed node.

if Failed node has children and failed nodes
previous level is base station then

Algorithm 3 Switch test: 4: Base station becomes the parent node of failed
node children. Find the communication cost to

1. Begin base station.

2. ifIfthereis onlyiin M then 5. Goto step 13.

3: for Each neighbor k do 6. else

4. Examine two integers denoted by Rk and Rk*. 7: Scan mobility, battery information and load

Integer Rk is the number of read requests
received by i from k during the last time period
and Rk* is the number of all other read requests
received by i during the last time period. 8:

5: Examine SNR, SNRc, battery, mobility, load
values.

6: if Rk > Rk* and if SNR > SNRc, battery >10%, 9:
mobility <40 %, load <70 % then

information for other replica node which is at

the higher level on the path to base station from
failed node.

if The replica node which is on the path to base
station has SNR > SNRc, battery > 10%,

Mobility < 40 %, load < 70 % then

That particular node becomes the parent node to
the failed nodes children.

7. isends the replica to k with an indicationttka 10: end if
becomes the new singleton processor in thell: end if
replication schema (thus, i exits M & k joins M) 12: End
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Update propagation using agents: The proposed
agent based replication system uses top dow
propagation approach, the typical operations whict
are involved in top down propagation are:

e Consistency manager resolves the update
conflict and creates an instance of U-Agent
which contain updates list to be inserted in all
replicas to maintain consistency.

» U-Agent takes the path given by localization
manager to reach the mobile nodes which
contains the replica to be updated.

» U-Agent replicates itself when it needs to take
diverge path, once the update insertion is
complete U-Agent removes its instance.

Communication cost

RESULTSAND DISCUSSION

Consider the simulation setup with one base
station (which holds the original data item) andeni
mobile hosts labeled from A to | (Fig. 2), mobile
host A and B are directly connected to base statiol$
at an equal distance of 1m, node C,D and E,F ar3
connected to node A and B respectively at an equz-'
distance of 1m , node G and H are connected t £
node F at equal distance of 1m and finally node | i <
connected to node F at a distance of 1m. All node
have read request, write request of 5,2 respegtivel
except the node F which has 24 read request and
update request. Results are plotted comparin
communication cost by varying different

1 cost

U]

parameters, such as read, write ratio, mobilitypof Fig. 6: Communication cost comparison with and

node, node failure.

The first set of results (Fig. 5) are obtained by
comparing communication cost with and without
data replication, clearly agent based data rejicat
has reduced the communication cost by considerabl
amount with the help of optimized replication
achieved through the expansion, contraction anc3
switch test.

The second set of results (Fig. 6) are obtainec
by comparing communication cost with and &
without fault tolerance support, let suppose node F~
has failed and the request from the child node
should be served by node B, but if node B fails ta
serve then the request has to be forwarded to B¢
so if we know in prior with the help of fault
tolerance algorithm that node B cannot handle the

tion cost

mimunicat

request then the requests are directly sent to BEig. 7: Communication cost comparison

thus reducing communication cost.
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