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Abstract: Problem statement: In the conventional HMM-based speech synthesiseaysbr Thai,
there is no control of fundamental frequency cdritradhe synthesis stage. The tone correctnesiseof t
synthesized speech is unacceptable due to theamtmbf training data of all toneSpproach: This
study proposes a mathematical model to controFgheontour of the synthesized speech. This control
is proposed to correct only some distorted segmehtthe K contour which occur within some
syllables due to lacking of training data for saimees.Results: An experimental result compareg F
contours between those of synthesized speech wiihwathout tone-type questions; furthermore
the size of Thai speech corpus is varied to inga$é the synthesized speech quality. A
mathematical model is applied to control thg dontour. By using the proposed control, the
correction of the f contour is obviously shown in the experimentaluitss Conclusion: The
control of Ky contour has been proposed. It can noticeably imgrine tone correctness of the
synthesized speech.

Key words: Frequency contour, thai speech, speech synthesiB-Hased speech synthesis, tone
correctness, Text-To-Speech (TTS), National Elet and Computers Technology
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INTRODUCTION In the development of Thai speech synthesis, a
TTS synthesis system based on unit selectiontigligi
Speech synthesis is an important technology foimplemented by (Chomphan and Kobayashi, 2007a).
realizing natural human-computer interaction. Aist Subsequently, a TTS synthesis system based on unit
purpose, Text-To-Speech (TTS) systems are reqtored selection with TD-PSOLA technique is developed by
have an ability to generate speech with arbitraryNational Electronics and Computers Technology Gente
speaker’s voice characteristics and various spgakin(NECTEC) in 2003 (Hansakunbuntheueigal., 2005).
styles. A number of TTS techniques have beersince Thai is a tonal language, this study is psepco
proposed and state-of-the-art TTS systems based @mplement Thai speech synthesis based on HMM which
unit selection and concatenation can generate alaturhas the ability of synthesizing speech with various
sounding speech. However, it is a difficult problémn \gice characteristics and various speaking styles,
synthesize speech with various voice charactesisiitl  \qregver an  additional control of fundamental
various speaking styles. frequency contour of the synthetic speech is pregos

HMM-based TTS system in which each speec he proposed controlling is done based on structura

synthesis unit is modeled by HMM is proposed in the : :
recent years (Masuket al., 1996; Yoshimuraet al., modeling of voice fundamental frequency contours

1999). A distinctive feature of the system is thia which is previously achieved with Mandarin speddh (

speech parameters used in the synthesis stage a?f@d Hirose, 2006).

generated directly from HMMs by using a parameter

generation algorithm (Tokudet al., 1999). Since the MATERIALSAND METHODS

HMM-based TTS system uses HMMs as the speech

units in both modeling and synthesis, the voiceHMM-Based speech synthesis: A block-diagram of

characteristics of synthetic speech can be chabged the HMM-based TTS system is shown in Fig. 1. The

transforming HMM parameters appropriately. system consists of two stages including the tragnin
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stage and the synthesis stage (Yamagiahial., ‘ ot da ‘
2003) peech database

In the training stage, mel-cepstral coefficients a [~ %8 |
extracted at each analysis frame as the staticirfsat
from the speech database. Then the dynamic features
i.e., delta and delta-delta parameters, are caémila

LogFO
from the static features. Spectral parameters ateth p 8 8 8 MQ .. 0*8*88%

observations are combined into one observationovect
frame-by-frame and speaker dependent phoneme
HMMs are trained using the observation vectors.
To model variations of spectrum, pitch and duration c>+8-v8—»8—»0 o-—8-8»8~o ot c»8-8~8~o
phonetic and linguistic contextual factors, such as Context dependent HMMs
phoneme identity factors, are taken into account

(Yoshimura et al., 1999). Spectrum and pitch are ¥
modeled by multi-stream HMMs and output Sentence HMMs——| Text |

distributions for spectral and pitch parts are ramttus 8_8_8_0_8_8_8_0-8,8_8_0

probability distribution and Multi-Space Probalbilit
Distribution (MSD) (Tokudat al., 1999), respectively. Parameter genetation

Phoneme HMMs

— Synthesis

Then, a decision tree based context clusteringitqak oicd

is separately applied to the spectral and pitchispair e
context dependent phoneme HMMs (Yoshimetral., Mel- cepstrumLog FO

1998). Finally state durations are modeled by multi

dimensional Gaussian distributions and the state

clustering technique is also applied to the duratio !

distributions (Yoshimurat al., 1998).

In the synthesis stage, first, an arbitrary gitext
to be synthesized is transformed mtolcontext depen ||:ig_ 1: A block diagram of an HMM-based speech
phoneme label sequence. According to the labe -

. synthesis system
sequence, a sentence HMM, which represents theewhol

‘ Synthetic speech ‘

text to be synthesized, is constructed by concétena T
adapted phoneme HMMs. From the sentence HMM, o
phoneme durations are determined based on state CiG)V(V)CE

duration distributions (Yoshimuret al., 1998). Then
spectral and pitch parameter sequences are geaherat'(:a

using the algorithm for speech parameter ge‘neratlo?able 1: The number of Thai characters and phones

ig. 2: Thai syllable structure

from HMMS with dynamic featgres (Tokudet al., Type Character Phone
1999). Finally by using MLSA filter (Chomphan and Tnitial consonant (Ci) 44 38
Kobayashi, 2007b) speech is synthesized from th&owel(v) 16 24
generated mel-cepstral and pitch parameter segsience Final consonant (Cf) 37 9
Tone (T) 4 5
Thai Speech Attributes: In tonal languages, such as In Thai language, there are tones including middle

Thai, a syllable is composed of consonants, voaets  tone, low tone, falling tone, high tone and ristoge.
tone (Chomphan, 2010). The basic Thai textuaEach syllable tone can be characterized by its
syllables can be shown in Fig. 2, where Ci, V, @&  corresponding fundamental frequency contour whgch i
denotes an initial consonant, a vowel, a final ooasit ~ depicted in Fig. 3. Each contour line is constrddby
and a tone respectively. The significant differencePlotting the voice fundamental frequency extracted
between tonal and toneless language is the Sy”ab'éenodmally via the normalized syllable duration.
tone, where meaning of a syllable changes as thp0 contour or tone controlling by sructural
syllable tone changes (Thathongt al., 2000;  modeling: In the training stage of HMM-based TTS
Chomphan, 2010). Table 1 summarizes the number Qfystem, the sufficiency of training utterances whic
the Thai characters and phones according to eath paover all phones in Thai is important. In some ey,
of syllables. lacking of training utterances can be found,
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consequently some syllables of the synthesizedctpee 290
may convey wrong tone. An example of wrong syllable
tone synthesized from the system is depicted in &ig B ——— . Rising (4)
At the first syllable g&, /phon /), there are significant : ;7‘1' High (3)
difference between the two lines, one conveys true = 5y

FO (Hz)
[}
@
/
/

characteristic of rising tone while another conveys . Middle (0)
wrong characteristic. 170 o Tow (1)
Therefore, this study proposed a controlling 140 b - Falling (2)
50 100

method of fundamental frequency in the synthesis
stage. This controlling method is based on thecsiral
modeling of voice fundamental frequency contoung. B
applying the assumption that the behavioral™9:
characteristics of vocal-fold elongation in viboeti
could be approximated by those of a simple forced 250
vibrating system, the voice fundamental frequency  1g¢ g
contour can be modeled in mathematical term (Fkijisa 240 S, T
et al., 1990). Let k (t) represent an gcontour as a .l ‘
function of time t in vocal range of {§ Fy]. AssumeA

(t) to indicate a sequence of virtual tone grapha-i
time space to specify to underlying lexical tone
structures. Additionally assume a latent saalé&) to
characterize the intonation components. Thus, the F
contour on the logarithmic scale of fundamental
frequency is expressed as a scale transformatoon Xr )
() Fo (t), corresponding to the syllabic tones fitting F19
themselves with sentence intonation in vocal range:

Time (%)

3: Fundamental frequency contours of 5 tondhai

FO (Hz)

220 s
200
180
160

10 20 30 40 50 60 70 80 90 100
Frame order

. 4: Examples of fundamental frequency contatirs
synthesized speech (+ for wrong tone, o for
correct tone)

IrllnF:(t)_lr:rf]f““ = A/;(()‘)Et)’;t()t)))_;p(‘g\)‘b’zft()t))) [fort=0 (1) A simple rising/falling movement is parameterized
o % e b in so-called\-time space by a passive state indicated by
Apat t = Othe beginning time of a locajnfovement),
ANY) = 1 fora 21 2) active transition amplitudé@Aand transition timeAt.
\/(1—(1— WY+ L2 (1= 22 )\ Inspired by accent control mechanism of the Fujisak

model, the control mechanism of simple rising/fajli

Here, A p2) takes the right arm of a resonance curveMovements as Eq. 4:
(A=1). Equation 1 and 2 jointly indicate a structural s
formulation of the control process of coupling fiydlabic )y =\, +A)\[1—[1+ ﬁj e_m‘] for t= 0 (4)
tones and sentence intonation together to formnal fi At
sentence melod¥, (t) can be reformulated from Eq. 1 as
Eqg. 3: To control the voice fundamental frequency
contour of the wrong tone as depicted in Fig. 4, it
F (1) = ex AN, Z(1) AR L) Ir&+ int 3) can be _done by adjusting the following parameters
AL L) = AN, (1)) fo, d appropriately, [by, Fo bottom and top frequencies
of the vocal range in hertZ, (t) latent scales or
| intonation components:

A local control mechanism will generate loca
Fomovements related to the tone graphs and thus is
specified by (t) as a function of time t. A term local (tiAp) = ith peak coordinate ik-time space;gb = 0;
Fomovement here indicates either a simple rising or and pps=0
falling movement; a flat is then treated as a djmeci AA ith peak active transition amplitude and
rising or falling movement. At ith peak transition time
261
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RESULTS

[ )
7
=)
>

Experimental conditions. A set of phonetically
balanced sentences of Thai speech database from
National Electronics and Computer Technology Center
(NECTEC) is used for training HMMs. The whole
sentence text was collected from Thai part-of-speec |
tagged corpus, named ORCHID. The speech in the 0 s 100
database is uttered by a professional female speake seore (0

with clear articulation and standard Thai accerite T Fig. 5: Evaluation of naturalness of Thai HMM-based

=)
=3
=]
S

=Y
S 2
s S

Number of training sentences

wn
=)
>

text dependent phoneme_labetls. are extraqted_ based o system and unit selection (US) approach
the phoneme labels and linguistic information ideld
in the database. There are almost 79 phonemes » © Notone question & Tone question

including silence and pause.

Speech signal were sampled at a rate of 16 kHz
and windowed by a 25 m sec Blackman window with a
5 ms shift. Then mel-cepstral coefficients were
extracted by mel-cepstral analysis. The featureovec
consisted of 25 mel-cepstral coefficients includihg

1000

Number of training sentences

0 50 100

zeroth coefficient, logarithm of fundamental fregog Soote (%)

and their delta and delta-delta coefficients (£eml.,

2004; Chomphan and Kobayashi, 2007a). Fig. 6: Evaluation of correction of syllable tonETdai
We used 5-state left-to-right HMMs in which the HMM-based approach

spectral part of the state is modeled by a siniglgahal
Gaussian output  distribution (Chomphan and
Kobayashi, 2007a). The number of training utterance
is varied as 500, 1000, 1500, 2000 and 2500 sesgenc

[

Lamda

05 L

Subjective evaluations of synthesized speech: First,

the naturalness of the synthesized speech generated
from 6 approaches; 5 are from the HMM-based system
set up by varying number of training utterances and
another one is from the unit selection approach ttie
corpus size of 5200 sentences, was evaluated byredp
comparison test. The subjects were nine Thai psrson
They were presented a pair of speech synthesiped fr W20 30 a0 s & 70 80 90 00
different approaches in random order and then asked Tanide

which one sounded more natural. For each subjeet, f

test sentences were chosen at random from 25 tekig. 7: Upper: A parameter (solid line for no
sentences which were not contained in the training adjustment, dash line for adjustment), Middle:

sentences. Figure 5 and 6 show the preferencesscore Tracking line for k5 contours (solid line for no
adjustment, dash line for adjustment), Lower:

Fo contours (+ for wrong tone, o for correct
tone, x for parameter adjustment).
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Effects of Fy contour controlling: By adjusting the
parameters of the modeled described earlier, while
Fob, Rt,{ (t) are set as constant values at 80Hz, DISCUSSI ON
420Hz and 0.156 respectively, it can be seen tlat w
can reshape the fundamental frequency contour to  gom Fig. 5, it can be seen that the more the
obtain the correct tone characteristics. Figure %umber of training sentences is increased the e
shows an example of how the contour of fundamentahaturainess of the synthesized speech is obtained.
frequency is reshaped appropriately. Although, the score of unit selection approachbieve
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of HMM-based approach with 2500 training sentencesChomphan, S. and T. Kobayashi, 2007b. Design of

the HMM-based approach can be further developed to

synthesize the speech with various voice charatiesi
and various speaking styles as mentioned eariear

be said that HMM-based approach is newly constducte

for Thai language. Moreover, we expect that theesys
be further improved in the near future.

Secondly, the subjective evaluation of tone

guestion in the context clustering stage was caeduc
The correction of the syllable tone of the synthedi

tree-based context clustering for an HMM-based
Thai speech synthesis system. Proceedings of the
6th ISCA Workshop on Speech Synthesis, Aug.
22-24, Bonn, Germany, pp: 160-165.

Chomphan, S., 2010. Multi-pulse based code excited

linear predictive speech coder with fine granuarit
scalability for tonal language. J. Comput. Sci., 6:
1267-1271. DOI: 10.3844/jcssp.2010.1267.1271

Fujisaki, H., K. Hirose, P. Halle and H. Lei, 1990.

speech generated from 2 systems was evaluated by a Analysis and modeling of tonal features in

paired comparison test. The first system has tone
guestion in the context clustering process, mealewhi

another system has no tone question.

From Fig. 6, it can be seen that the score of the

system with tone question is considerably supehan

no tone question case increases. The reason ishihat
lacking problem of training syllable tones is rete.

polysyllabic words and sentences of the standard
Chinese. Proceedings of the 1st International
Conference on Spoken Language Processing, Nov.
18-22, ICSA Archive, Kobe, Japan, pp: 841-844.

Hansakunbuntheung, C., A. Rugchatjaroen and C.
that of the system without tone question for every
number of training sentences. When increasing the
number of training sentences, the percentage sufore

Wutiwiwatchai, 2005. Space reduction of speech
corpus based on quality perception for unit
selection speech synthesis. National Electronics
and Computer Technology Center.

Masuko, T., K. Tokuda, T. Kobayashi and S. Imai,

From Fig. 7, it is obviously seen that this apptoa
can be embedded into the automatic control of the
misshaped tone of the synthesized speech with Thai
HMM-based synthesis system.

1996. Speech synthesis using HMMs with dynamic
features. Proceedings of the IEEE International
Conference on Acoustics, Speech and Signal
Processing, May 7-10, IEEE Xplore Press, Atlanta,
USA., : 389-392. DOLl:
10.1109/ICASSP.1996.541114

Ni, J. and K. Hirose, 2006. Quantitative and stcait
modeling of voice fundamental frequency contours
of speech in Mandarin. Speech Commun., 48: 989-
1008. DOI: 10.1016/j.specom.2006.01.002
Thathong, U., S. Jitapunkul, V. Ahkuputra, E.
Maneenoi and B. Thampanitchawong, 2000.
Classification of Thai consonant naming using
Thai tone. Proceedings of the 6th International
Conference on Spoken Language Processing, Oct.
16-20, ICSA Archive, Beijing, China, pp: 47-50.
Tokuda, K., T. Masuko, N. Miyazaki and T. Kobayashi
1999. Hidden Markov models based on multi-space
probability distribution for pitch pattern modeling
Proceedings of the IEEE International Conference
on Acoustics, Speech and Signal Processing, Mar.
15-19, IEEE Xplore Press, Phoenix, USA., pp:
229-232. DOI: 10.1109/ICASSP.1999.758104
Yamagishi, J., T. Masuko, K. Tokuda and T.
Kobayashi, 2003. A training method for average
voice model based on shared decision tree context
clustering and speaker adaptive training.
Proceedings of the IEEE International Conference
on Acoustics, Speech and Signal Processing, Apr.
6-10, IEEE Xplore Press, Hong Kong, pp: 716-719.
DOI: 10.1109/ICASSP.2003.1198881

CONCLUSION

In this study, an HMM-based Thai speech
synthesis is presented. Thai speech characteiistic
investigated and subsequently the conventional HMM-
based synthesis system is modified according thal to
attributes of Thai. It has been found that the neirrdf
training sentences affected the naturalness of the
synthesized speech while the tone information &dfitc
significantly with the output synthesized speech.
Moreover, a functional model is applied to contitud
Fo contour. The purpose of the control is to corteet
distorted segments of thg €ontour.
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