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Abstract: Problem statement: Genetic Algorithms (GAs) have been used as sedgchithms to find
near-optimal solutions for many NP problems. GAguiee effective chromosome representations as
well as carefully designed crossover and mutatiperators to achieve an efficient search. The
Traveling Salesman Problem (TSP), as an NP searoblem, involves finding the shortest
Hamiltonian Path or Cycle in a graph of N citiefieTmain objective of this study was to propose a
new representation method of chromosomes usingrugpagle binary matrices and a new crossover
operator to be used as a heuristic method to feat-optimum solutions for the TSRpproach: A
proposed genetic algorithm, that employed these nesthods of representation and crossover
operator, had been implemented using DELPHI progreng language on a personal computer. Also,
for the purpose of comparisons, the genetic aligoriof Sneiw had been implemented using the same
programming language on the same compuResults. The outcomes obtained from running the
proposed genetic algorithm on several TSP instateksn from the TSPLIB had showed that
proposed methods found optimum solution of many B8Rchmark problems and near optimum of
the others. Conclusion: Proposed chromosome representation minimized tlanary space
requirements and proposed genetic crossover opeirafmroved the quality of the solutions in
significantly less time in comparison with Sneiwgsnetic algorithm.

Key words. Chromosomes representation, crossover operatoratimt operator, upper triangle
binary matrix

INTRODUCTION acceptable error tolerance in seconds. Thus there
remains a need for heurists
The traveling salesman problem: The Euclidean Since the salesman is interested in finding the

Traveling Salesman Problem (TSP) involves findimg t shortest possible rout, this problem corresponds to
shortest Hamiltonian Path or Cycle in a graph of Nfinding the shortest Hamiltonian cycle in a comelet
cities. The distance between the two cities is fhst graph G = (V, E) of an n nod® Thus the TSP
Euclidean distance between them. This problem is aonsists of finding a permutation of the set;{C,,
classic example of NP problems and is thereforeCs,...,Gy} that minimize the quantity:

impossible to search for an optimal solution falisdic

sizes of N. This motivated many researchers toldpve Minimize |:§d( )+ d( )}

heuristic search methods for searching the solution = “\Ci*CGix oG

space. The TSP is probably the most-studied

optimization problem of all time. Applications ofSP  where, d (€ C) denotes the distance between city C
include Circuit board drilling applications with up  gnd city G.

17,000 citie8, X-ra%/ crystallography instances with

up to 14,000 citid¥! and instances arising in VLSI MATERIALSAND METHODS

fabrication have been reported with as ynas

1.2 million citie$®. Moreover, 5 h on a multi-million Genetic algorithms: GAs are based on the biological
dollar computer for an optimal solution may not beevolution processes that can be founded in natural
cost-effective if one can get sub optimal solutinth  evolution. In a GA evolution, the individual spexie
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compete with each other to survive (Darwiniansystem. In their study, the repair mechanism is
selection). Also, GAs are considered to be seamth a additionally embedded in the GA for dealing witle th
optimization processEs infeasible solutions generated.

Genetic Algorithms (GAs) has several advantages;

multiple directional searches, problem coding iadtef  Crossover operation: Genetic operations including

decision variables and using stochastic transitionyrossover and mutation are the main stochasticisear
rules”. It has therefore been widely used to solveprocess within the GA. Crossover operation helps
Production And Operation Management (POM)search strategy to explore the solution space tvhils
problems such as supply chain and logiti exploitation is conducted by the mutation mechanism
production  schedulinlf, facility layout” and Fifteen crossover operations and eleven mutation

university course timetablify However, the GA techniques have been reviewed and investigated in
applications on some POM problem areas such ageraturd®4

transportation within logistics chain netwbtkquality
planning, short/long term forecasting and shomter

capacity planning have rarely been fotind proposed various representations and genetic apsrat

b'IA GA pre.sudm‘?j trllat 3 pOtth'al SOIUtt'Og t?ffsamyto solve the TSP with genetic algorithms. Theretane
problem IS an individual and can be presented bpse approaches for these researches. The first approach

p?rar:neters. These garame;ers taretregzr%ed asr:ﬁ_ue 9€; presents the chromosome as string of integer
A . X implementation of genetic operators and more time t
individual is used to reflect the degree of goodnasa P g P

. execute. These researches combine the genetic
solution (chromosome) for the probl€m When a 9

LN o algorithm with local search heuristics to improve t
constraint is violated a penalty is imposed on the

O 1S ) . . : lity of solution§®Y, Th d h
individual timetable solution. The fitness of thawion quality of soltion € second  approac

q d h lties i d by th trai fepresents the chromosome as a Binary Matrix s
epenas on ] € penailies imposed by the constraiNiag jted in faster execution of genetic operatofs o
being violate!'.

I . . SeniwW'®. In this approach no heuristics where used to
A GA |n|t|§1IIy creates a population of solut|_0n$ob optimize solutions, in addition it needs more meynor
applies genetic operators to evolve the solutioomf

; . e space requirement for implementaffh
one generation to the next generation until It $irath This study proposed a new representation of the
optimal or near to optimal solution, or terminatas

. . o . N chromosome as an Upper Triangle Matrix to save
execution under certain condition without findingya memory space and proposed a new crossover operator
solution. The genetic operators th_at h?d been mexpo to be used as a heuristic to find near-optimumtsniu
by Holland to reproduce new solutionsfe for the TSP

Genetic algorithms for the TSP: Many researches had

» Selection operator: Select chromosomes from th% . A
population according to their fithess values for roposed tsp genetic algorithm: . :
recombination and call them parents Chromosome i hupper dtrllang_ltra] matrix

» Crossover operator: Produce new off springs b)}'epresentatmn. T € prolposg algorithm represents a
interchanging subparts between parents tour as an Upper Triangle Binary Matrix (UTBM) as i

. . i : ... _Fig. 1 which represents the tour (0, 2, 4, 1, 3Ekry
Mutation operator: Randomly flips some bits in agene is represented as binary bit, if the elenigit i
new offspring

the matrix is set to (1) it means that there isedge

Chromosome representation: The flexibility of (direct path) between city (i) and city ig)the tour.

chromosome representation is one of the major

advantage strategies within the Genetic Algorithm o | 0 1 1] 1] 1
(GA). For example, a single row chromosome 0 1 1 0
representation is normally used for solving sequrenc 1

or scheduling problems whilst a single matrix-based 5 |9 [t )]0
chromosome representation is required for a catelida 0 1
solution of a single stage transportation probl8un 3 3

et al.'”) have applied a single matrix-based GA for L |

solving the unit commitment problem, which plays an
important role in the economic operation of powerFig. 1: The proposed representation of a chromosome
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Proposal

CIOSsOVED

Evaluate the
population P,

Create initial
population P,

using nearest B Na

neighbor

-~ Termination
“~.griterion satisfied?

Designated
result

)

algorithm

Select Py from Pt =171

Proposal

Crossover

From each two chromosome in P, create chromosome O
where: O =(chromosome;) or (chromosome:)

For each citv in O do
Count No. of paths for this city.

If No. of paths=2, keep the shortest two of them and delete others.
If No. of paths<2, add citv to the citv_that must_add paths to_itlist.

Add shortest paths between cities in the cities_ that_must_add paths_to_itlist.

Fig. 2: The proposed TSP genetic algorithm

The matrix representation must satisfy the follayin e
conditions to satisfy a legal tour:

The number of elements in the matrix that have the
value (1) must equal to the number of the cities in
the tour:

The number of matrix elements that have the value
of (1) in each row and each column of the same
city must be equal to two:

N-2
Col, = ZO: G .
N-1
Row, ="
=1

O(i =j): Row, +Col, = 2

The process of the Proposed TSP genetic algorithm
is illustrated Fig. 2.

If the resulted tour (upper triangle matrix) is an
illegal tour (i.e., does not satisfy the two coiulis
above), then it must be repaired. The repairing is
done by counting the number of elements that have
the value of (1) in each row and column for thesam
city, if the number is greater than 2 edges thpeate
deleting the longest edge from the resulted totit un
the number of elements is equal to 2. However, if
the number of elements in the resulted tour is less
than 2 then add this city to the list:

List_of Cities_that Must Add_Edge To It
(LCMAETI)

Adding the missing edges to the cities in the
LCMAETI list is done through the greedy
algorithm

RESULTSAND DISCUSSION

The repairing process of a tour in the crossover

operator in the matrix representation consumes wiost

Heuristic crossover operator: The proposed crossover the time in executi_di’?]. To improve the efficiency of
operator construct an offspring from two parents aghe proposed algorithm a path cost upper triangieim

follows:

is created to store the cost of edges betweenwaoy t

cities. This upper triangle binary matrix can be
Union the two parents upper triangle matrices intoimplemented as a string of bits in order to savenory
a single upper triangle matrix by executing the orspace and increase the efficiency of operatorsugiro

operation
1588
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Table 1: Results Obtained from Proposed Algorithwr fTSP oProposed algorithm result

Instances from TSPLIB o Seniw algorithm result

No. of N. of solutions  Near- 01424

Time possible that the GA optimum o128 M
Problem  (hh: mm: sec) solutions checked solutioh (% 111 Mo
Bayg29 <1 sec 8.841762*10 60 100.00 3 R
Alt48 00:01:59 1.2413916*%H 297000 95.61 o 7]
Eil51 00:02:00 1.5511188*f0 297000 99.97 g 00838
Berlin52  00:00:12 8.0758175*10 26520 100.00 = 00Tl -
KorA100 00:09:09 9.332622*1% 335250 96.73 E =
D198 00:09:43 1.98155243*13 99000 89.47 ER ST — -
A280 00:01:38 1.67722778*1% 9000 88.18 R, . B I e B O
Lin318 00:02:12 2.07298525*1% 10000 84.51 A Ny -
Pcb442  00:04:34 1.09740011%1d 4000 87.15 poL2s \ r T Tﬂ( TR R
Rat783 00:05:25 4.0634732%% 2000 83.55 0:00:00
FI1400  00:1:45 3.46062936*1° 400 80.31 E I N R O M
FI1577  00:03:24 1.2479901*46° 600 87.05 & ¥ T &Y T E & Q¢

Tsp benchmarks
0 Proposed algorithm result

O Seniw algorithm result

Fig. 4: Execution time of proposed algorithm and

120 Seniw algorithm
= 100 - -
g sol 1 P - M nm . Furthermore,in Sneiw algorithm an offspring is
E constructed by multiplying the two matrixes of the
ailinlintinlintintiutiniin T parents (AND operator) and then the missing edges a
2 s T TH T TH - ~ [+ added randomly. In the proposed algorithm an oiffigpr
2 20 AU TP 1L is constructed using the heuristic as discussedeabo
El this will result in optimizing the solutions obtainh
0 form the proposed GA.
L& & Q@ Q@“‘“ _\:}Q‘_\Q_\\*Qﬁ )(\%“_\\@“\\.;T\ The proposed algorithm presented in this study
A S e es have been implemented in DELPHI on a PC running at
Tsp benchmarks 2 GHz. Table 1 shows the results obtained for sgver

TSP instances taken from the TSPB
Figure 3 shows the comparisons of quality of
solutions between the proposed algorithm and Seniw

The time complexity of the proposed algorithm is; algorithm. _ o
The comparison of execution times of the two

N, 2+ M3 algorithms is depicted in Fig. 4.
O| 1P (E (N '1)j+ N*+M‘ogM +P From Fig. 3 and 4 we can notice that the proposed
algorithm have significantly outperformed Seniw

Fig. 3: Quality of solutions of proposed algoritlamd
Seniw algorithm

Where: algorithm in terms of quality of solutions and in
| = The number of iterations execution time.

P = Population size

N = The number of cities in the tour CONCLUSION

M = The number of cities in the List of

Cities_Must_Add_Edges_To_lt A new representation method of chromosomes had

Seniw Algorithm represents a tour as a binarybeen proposed using an Upper Triangle Matrix. Atso,
matrix so that the number of bits to implement arto new crossover operator had been proposed as a
that consist of N cities is 2N. For each tour thieye heuristic method to find near-optimum solution tbe
more than one implementation depending on the stafSP problem.
city of the tour. In the proposed algorithm thert@si The results of comparisons of the proposed genetic
represented as an UTBM so that the number of bits talgorithm and of Seniw algorithm had showed that th
implement tour that consist of N cities is (2N/2N/ proposed representation minimizes the memory space
and there is only one implementation for any tourrequirement for binary representation and the
though the start city may differ, this will resuit a combination of the proposed heuristic and genetic
reduction of memory space requirement. crossover improve the quality of the solutions.
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