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Abstract: This study was concerned with making a comparatively between four types of time
series model with the goal of choosing the optimume to predict the performance of a computer
communication network. The investigated four typégime series are: Least Square (LS), Fourier
series, Exponential Weighted Moving Average (EWMakd the Auto Regressive Integrated Moving
Average (ARIMA). Comparative study is based on carnmg some of statistical measurement for
these four time series models as: mean standardtaevand variance. We apply these various types
of time series on two types of network to predieit performance; the first one is called token bus
while the second one is called the token ring. Gated results prove that both EWMA and ARIMA
perform better than the others LS and Fourier simah EWMA and ARIMA forecast the network
performance parameters with an accuracy of 98%theamctual values.

Key words: Exponential weighted moving average, auto regressitegrated moving average, least
square, relative error, standard deviation

INTRODUCTION detecting the problems of computer network
performance. Techniques that are used are based on
Computer communication networks require four types: EWMA, LS, FOURIER and ARIMA, they
monitoring to detect performance anomalies, butallow detection of performance problems in a cotapu
problem detection and diagnosis is a complex tasketwork by providing a means of detecting perforogan
requiring skilled attention. Although human attenti criteria values that are out of normal range
was never ideal for this task, as networks of caemsu Our effort in this study was focused on making a
grows larger and their interactions more compléx, icomparative study between these four types of time
falls far short. Existing computer-aided managemenseries in order to select the optimal one and tisethe
systems require the administrator manually to $peci management process. The comparative studies depend
fixed " trouble” thresholds. on using some of statistical criteria as: Meanncaad
The process of managing a system performance deviation and variance. Numerical results show that
an iterative one performed by a human, the stepEWMA is the optimum type of time series models sinc
involved might not be as well-defined as describedt can forecast or predict the network performawith
here, but the basic iterative steps still exist.e Th accuracy approximately equal to 98% of the actual
performance management process is composed of values. According to this output result, network an
definition phase, a diagnostic phase and a therapgdministrator can use this approach to monitor the
phase. The definition phase consists of determiningetwork performance and decide if there is a proble
what performance criteria are to be evaluated awl h or not.
the data will be collected and analyzed. Diagnosis
begins by making measurements of the system. This iExponentially weighted moving average time series
followed by analysis of the collected data. Anadys model (EWMA): In a seasonal time series model
done manually or with assistance from anotherExponential Weighted Moving Average EWMA), the
computer. During analysis, the performance isvalues being modeled have four components: constant
recognized and categorized. After the analysighéf trend, seasonal, and rand8 The model can be used
results suggest that some improvements in perforenan to account for the first three of these components
are possible, a therapy phase is beginning. Duhiggy  (constant, trend, seasonal). The constant compadsent
phase, adjustments to the system are made inemgtt the portion of the data that is always present. {féwed
to alleviate the problem. The remaining phases areomponent reflects the fluctuation in the data that
repeated until there are no known performancesxtends throughout the entire time series. Theosehs
problems in the system. is the regular variations that occur every peribdroe.
This study describes a time series modelingminally the random component accounts for fluctuagi
technique that can be used for more automaticallyn the data due to undetectable causes.
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The basic form of the seasonal time series madel i Forecasted value
written as:

X=by+bt+Ci+€ (1) @® (Calculated Line

Where:

bi: A constant component.
b,: A trend component Fig. 1: Idea of least square
C:: A seasonal factor

€A random error component Yi: The forecasting value

The effect of the seasonal factors i€ to de- & A random error

seasonalize the current reading X. The length ef th
seasonal variation is fixed at length L. The pananse MA
b, b, and G t=1, 2... L must be estimated. These

Moving average which called an ARIMA (0,0,1) or
(1), is represented by:

estimates are updated at the end of each periogl. TR, _ = _
model adapts to changes in the data by the udered t Y. W-foaite (7)
smoothing constantsa, 8,andy.the a,8, and y Where:

smoothing constants are used to smooth the: cdnstary : The forecasting value
trend and seasonal components of the time serigg.- An estimated coefficient

modef?. _ . . , e: A random error
The estimates;f b,’, and ¢", t=1... L is computed

as follows: Integrated series which called and ARIMA (0,1,0)

R R R R is represented by:
by ()= a[Xi-c (tL)]+(1-a) [by (1) + B (1) (2)

Ao A N N Yt = Yt 1 +Q (8)
by ()= B [ (1) - by (t-1)] + (1-8) [ (t-1)] ®3)

A n R Where:
C@®=y X-b@®+1-p) e (t-L)] (4) Y¢ The forecasting value of time t

Y1: The forecasting value at time t-1

Where, 0<0,3,y<1 e: Arandom error

Autoregressive integrated moving average time ~Least square time series model (LS): Least Square
series model (ARIMA): ARIMA is based on finding a (LS) is another example of the time series modHie
model that accurately represents the past and efutuidea of the least square method is to find a liteciv

patterns of a time serids goes through all points and be close as possibéath
one of points as shown in the Fig. 1.

Y, = Pattern + (5) The line equation that represents LS is givefl:by

Where: Y=mX+b 9)

Y, = The forecasting value

e = Arandom error Where:

Y: Forecasted values on y axis

The pattern can be random, seasonal, trend, or % Value of time on x axis
combination of them.

ARIMA model building methods use a simple,  So, we must find the line equation with minimam
versatile model notation; they are designated g thwhich is the error square sum i.e.:
level of auto regression, integration, and moving
averages. This standard notation identifies thersrdf t ¢
auto regression by p, integration or differencingdy £=Z(yi -y)? =Z(yi —(mX —h))? (10)
and moving average by g. i=0 i=0

Auto regression which is called an ARIMA (1, O,

and 0) or AR (1) is represented by: where, y. the forecasted value of time i.
From calculus, the square formula reaches its
Yi=0p+ ®; Yt (6) minimum value when its derivatives equal zero.He t

next derivation, we derive equations of the meat an
where, 8, and ®, are coefficients chosen to minimize the constant b of the line equation which must losec
the sum of squared errors. to the forecasted values. The summation boundaries
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from 0 to n. When we determine the derivativesvad t »
parameters m and b, we get: >

n n n 2 n 2 Every node put is messagein its
m= n(z Xy) - (Z y)/ n(z X) - (z X) (1) queue if is has a message
i=0 i-0 i=0 i=0 3

The node arrived by the token send

4 n its message if it has
b=[> y/n]-m[(} x)/n] 12) T
i=0 i=0
The token goes to the next node
Where:
b: Constant

y: Forecasted values on y-axis
X: Values of time on x-axis

m: Line slope

n: Period of time

If the total
time finish?

o . . N
Fourier time series model: The fourth series type that °

we are studying of the Fourier series. The Fougtigies ¢
is the series of the forfth

Fig. 2: Flowchart of operation for a token ring

X=Ag+ > (A, cos (nx) + B Sin (X)) (13) computer network

n=1

The constants A A, and B, are called the l‘

. Every node put its message in the
coefficients of F n(x). queue if it has a message and specifies

the time more than current time to be sent

Where: : L 2
Every station queue head message
. time equal current time,
| = 0, 1...n sends its message.
n-1
Ao =1 X

than one node
send message?

An =2 X, cos (Wt)

A 4
There is a collision and re-put
message in thequeues.

Bn = 2In Xt sin (\NJ t) If total time
finished?

Where: >
X¢ The predicted value ‘
t:  The time of forecasting @

W;: The frequency

Fig. 3: Flowchart illustrating the operation ofakén
. . bus network
Descriptions of the simulated computer networks: In

this section, we degl with two types of _COMPUerThe guwner of the token is the only station that can
networks which are simulated according to Fig. [2eil transmit on the ring. A flowchart that illustratéise

performqnce was tested .by the previous four t.y|des Ooperation of a token ring computer network is shamvn
time series model. The first one is called a tokieg

. . Fig. 2%,
computer network, while the second one is called a On the other hand, in a token bus network, all

token bus. The ring topology is a physical, closkxbp . o .
consisting of point-to-point links. Each node oa tng devices are attached to the same transmission mediu
acts as a repeater. It receives a transmission fhem A flowchart that illustrates the complete concefit o

previous node and amplifies it before passing itan token bus operation is shown in Fig. 3.

token ring network was a special frame called amok

that rotates around the ring when no stations ar€omparison between the varioustypes of time series
actively sending information. When a station watats models: The data used in this experiment come from
transmit on the ring, it must capture this tokeame.  self-build a simulator for a token bus computer
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communication network. This simulator produces a  Figure 6 shows the standard deviation of network
data for: network utilization, network delay, netwo delay for the token bus computer network using four
collision frequency, each node collision frequermyd  types of time series models. From the Figure, we se
each node delay. These data are saved into aliideew that the ARIMA and EWMA standard deviation are
this experiment takes the first half amount of diata close to zero because the predicted value clogbeto
training and the remaining half used for testingpeT actual values, while the LS and Fourier far.

experiment produced forecasted data for network Figure 7 shows the relative error of the network
utilization, network delay, network collision fregocy,  delay for the token bus computer network using four
each node collision frequency, and each node delatypes of time series models. From the Figure, #teisn
from the actual data had been entered before. &te d that the ARIMA and EWMA relative error is too small
taken passed through four time series models whergince the predicted value close to the actual galue
each one produced a separate different forecastinghile the Fourier relative error is relatively latg

data to a different file. Figure 4 shows the stadda Figure 8 shows the standard deviation of the
deviation of the bus busy time for the token busutilization of the token ring computer network ugsin
computer network using four types of time seriesfour types of time series models. From the Figwe,
models. From the Figure, we see that the ARIMA andsee that the ARIMA and EWMA standard deviation are
EWMA standard deviation are close to zero becauselose to zero while the LS and Fourier far.

the predicted value close to the actual values)ewhi Figure 9 depicts the relative error of the utiiiaa
the LS and Fourier far. Figure 5 shows the relativeof the token ring computer network using four typés
error of the bus busy time for the token bus comput time series models. . From the Figure, we seettiet
network using four types of time series models.nfrro ARIMA and EWMA relative error is too small while

the Figure, we see that the ARIMA and EWMA the Fourier relative error is huge relatively.

relative error is too small since the predictedueais Figure 10 shows the standard deviation of theydela
close to the actual values, while the Fourier re¢at for node O token bus computer network using fopesy
error is large relatively. of time series models. From the Figure, we seettieat
ARIMA and EWMA standard deviation are close to
Loge(value * 10E6) zZero.

| Log (value * 10E6)
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Fig. 4: Standard Deviation of bus busy time fog th

token bus network using four types of time Fig 6. Standard deviation of the network delay for
series models the token bus computer network using four
types time series models
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Fig. 5: Relative Error of bus busy time for theaak Fig. 7. Relative error of the network delay of the
bus network using four types of the series token bus computer network using four types
models of time series models
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series models

. 8: Standard deviation of the utilization ofeth
token ring computer network using four types
of the series models.
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Fig. 10: Standard deviation of delay for node Oetok
bus computer network using four types of time  Figure 13 shows the relative error of the collisio

series models frequency of the token bus computer network using
. ) . four types of time series models.
Figure 11 depicts the relative error of the ddtay From the figure we can see that the ARIMA and

r]eed 0 tpken bus computer netwprk using four tyjies EWMA relative error is too small while the Fourier
time series models. From the Figure, we see that th . . .
relative error is relatively large.

ARIMA and EWMA relative error is too small while . :
We can see from the experiments obtained from

the Fourier relative error is relatively large. ) . :
Figure 12 shows the Standard deviation of the19- 4-13 that, the EWMA is the best because itses

collision frequency of the token bus computer nelwo Of performance measurements are closer to the lactua

using four types of time series models. From tigufs,  values than ARIMA, LS, and Fourier. ARIMA is better

we see that the ARIMA and EWMA standard deviationthan the LS and Fourier and finally LS is betteairth

are close to zero while the LS and Fourier far. Fourier. EWMA has four components constant, trend,
139¢
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seasonal, and random. In EWMA, the constant whsch i
always presented have the biggest effects to tta to
result of EWMA and updated periodically while the 1.

other components have small effect on the resuoltitS
goes through a steady state.

ARIMA consist of three models AR, |, and MA,
each one computes one parameter and passed & to th

next one. The change of actual values will affectie
ARIMA result time. LS is a line equation method wihi
tries to find the slope and constant of the linaagipn
that goes through the most of historical points, o
will be affected by the far points in history. Hiya

because the Fourier time series model has peritdica

shape, it will take the waveform and still progreser
time as its start. In all models, the valuddex affect
the result of the time series and giveose
closest between them.

CONCLUSION AND FUTURE WORKS

In this work, we monitor the performance of both
token ring and a token bus computer network. Any
failure of network component will affect one of the

network measurements (Utilization, system delatglto

channel busy time ... etc..). If we know about abredrm
changing in these measurements, this means that the
is some problem in the network. We compare between
four time series models (ARIMA, EWMA, LS, and
Fourier) in order to choose the optimal one for
estimating the performance of the above two types o
computer networks. We found that the EWMA time
series is the best one, next the ARIMA with small
differences between them. This conclusion has been

obtained as a result of making a statistical compar
between these four types of time series models.

As a future work, we suggest to use the EWMA
time series model in building an Expert system can
assist in putting a threshold value of the network
performance parameters instead of putting it mdyual
by the network administrator. Here the accuracy of
management and administration will be raised to a

noticeable level which can be reflected in raisthg
performance of a computer communication networks.
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