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ABSTRACT

Long memory and nonlinearity have been proven asmadels that are easily to be mistaken. In othadsy
nonlinearity is a strong candidate of spurious langmory by introducing a certain degree of fractlon
integration that lies in the region of long memdndeed, nonlinear process belongs to short menwity
zero integration order. The idea of the forecasbisbtain the future condition with minimum err&@ome
researches argued that no matter what the modékismportant thing is we can generate a relifdniecast.
Several tests have been proposed to solve thespnadil distinguishing long memory and nonlineariypears

in a series. The power of the tests is somehowtiqueble in the sense that there is still a prdiigho obtain
spurious result. To overcome this, model combimatidl be one of the solutions dealing with uncirtain

the model selection. In this case, it is assumatitibth processes are candidates of best modéieyitain
power to generate a good forecast. This reseanststigates the performance three model combination
approaches to forecast the Indonesia inflationsimple combination using balance weight as welhaerse
Mean Prediction Error (MSPE) weight and Bayesiard®dveraging (BMA). These methods are capable to
generate a reliable forecast in very short lead.ti@ombination using BMA outperforms the simplerageng

for 1 ahead forecast, while MSPE performs bedbfuog lead forecasts.
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1. INTRODUCTION

Time series forecasting is intended to generatedem
which is able to produce a reliable forecast. Thelaling
step is normally begun with the series identifimati
Proper identification step will lead to the bestdelo
Otherwise, incorrect identification will lead tospurious

and the references therein discuss the real andospu
long memory properties of stock market data. They
investigated major causes of spurious long mensugh

as aggregation, nonstationarity and regime switghin

is well known that several processes are able ¢ater
spurious long memory by generating a certain degfee
fractional integration. Several works have beenotks

model which produces bad forecast or high error ofto this topic such as Ohanissia al. (2008) and

prediction. The latter condition highly dependsta test
statistic applied for the model identification. Igpn
memory is one of the phenomena in time series, eviier
dependence between observations is still obseorddrig
lead time. In fact, long memory can be easily nésgjed
with other time series models such as nonlinearetsod

Kuswanto (2011). The tests are developed by utiizi
the properties of flow aggregation for long memory.
Hurvich et al. (1998) argued that both aggregation
procedures have similar properties concerning the
invariance of the memory parameter. In contrash wit
this, Kuswantecet al. (2012) proved by simulation study

(Kuswanto and Sibbertsen, 2007), which is known asthat the invariance of the memory parameter doédwsict
spurious long memory model. Lobato and Savin (1998)for stock aggregation. In the study, Kuswargtoal.
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(2012) proposed a simple guidance that could bd tse  1.1. Literature Review
distinguish between true and spurious long memory
designed specifically for skip sampled time sedat.

The main issue with statistical test is always d@bou
the power of the test. In fact, the existing tesganot 1.2. Long Memory Process
detect spurious long memory perfectly. It meand tha ) )
there is uncertainty in the model choice leading to LONg memory means that observations are still
probability of obtaining wrong identification resul ~ Strongly correlated up to very long lead. A timeieY;,
To overcome this problem, it turns to the idea of t =N i said to be long memory if the correlation
combining the forecast output from both competing functionp(k) for k-« has the following behavior:
models instead of selecting the best model. Thés id
is quiet reasonable and straightforward as the lim p(k) -1
forecasters in fact never know the true model koo g k24
especially for the case of long memory and nonlinea

process. Incorporating information  from Dboth yhere C, is a constant andid(0.05) is the memory
processes may increase the reliability of the faséc  parameter. Long long memory process has correlation
Model combination in time series has been introduce fynction that decays hyperbolically. ¢f3(-0. 5, 0) the
in several researches such as Hibon and Evgeniogprocess has short memoryand it is antipersistrite or
(2005), Drought and McDonald (2011), Kuswanto d0(0.5, 1) the is said to be nonstationary but mean
(2012) among others. However, none of them discusseverting. Beran (1994) provides detail about tieegss.
specifically on model combination between long GPH method was frstly introduced by Geweke and
memory and nonlinearity i.e., two models that are Porter-Hudak (1983). It is used to characterize the
strongly be misspecified. Moreover, the combination memory behavior by introducing a fractional degree
approach is carried out by simply combining the of difference. It is calculated from m periodogram
model output without taking into account the ordinates:
performance of each model. This condition may lead
to unreliable forecast and hence, this researct wil 1 |th eXF(iAjt)Tforjz 1..m

t=1

This section discusses some theoretical background
of the long memory and spurious long memory models.

examine another combination procedure namely 'o2nN

Bayesian Model Averaging (BMA). The idea of BMA is

to assign a proportional weight for each model outp Where, 4, = 277N and m is a positive integer smaller

The BMA applied in this research adopts the than N. The gstimator is (_JleriV(_ed from the spectral

methodology of Raftergt al. (2005) that correcting the ~density by which the logarithm is taken on thetbot

bias prior to the estimation of the variance andyve sides of the equation. It yields on a linear regi@s
This study will investigates the performance ofstao Model and the memory parameter can be estimated by

aforementioned forecast combination approaches forSténdard least squares procedure. . .

forecasting the inflation in Indonesia. Forecastrfrtwo The final equation to calculate the GPH estimagor i

spurious long memory models which belong to thescla

of nonlinear models i.e., Markov Switching and Lsiii -0.5)_ (X, = X)logl
Smooth Transition Autoregressive Model (LSTAR) will Aepyy = = .
be combined with the forecast from long memory (X, - X)?
models. It is expected that the combination is bap#o =
produce more reliable forecast. Three lead timedasts
will be examined i.e., one, sixth and twelve monifise Where:
forecast performance will be evaluated.
The study is organized as follows. Section 2 byiefl % :(1/m)zm: X,

presents an overview about long memory as welhas t
examined nonlinear models. Brief description akibet
combination approaches will also be given in this  GPH is very simple to calculate and it does noha
section. The stylized facts and results of foréngsthe  not require a knowledge about the dependencieseof t

Indonesian inflation using forecast combination are process. Several researches showed tR&tyields on
presented in section 3 and 4 concludes. the optimal MSE (Hurviclet al. (1998)). Autoregressive

=1
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Fractionally Integrated Moving Average (ARFIMA) is Observationy, smoothly switch between regimes, in
a popular model to foreacst long memory procese. Th this case there are two regimes. Therefore, thardim
ARIMA and ARFIMA dlffel’S N the Value Of eStImated of yt is calculated on both regime' where each regirBe ha

integrated  parameter (d), where ARFIMA has d ifferent magnitude and degree of strong influeritee
parameter that is fractional representing the degre interpretation of STAR model depends on smooth
long memory. Reisent al. (2001) provides a thorough " :

transition functior(z).

steps for ARIMA modeling. . . .
There are two popular transition functions i.e.,
1.3. Markov Switchingand LSTAR logistic function and exponential function, where
1.3.1. Markov Switching Model differ only on the fo_rm of the smoothing function.
However, some previous researhes have proven that
The Markov switching model has been introduced by both transition functions yields on not significhnt
Hamilton (1989) and it has been proven to be a gooddifferent result. This paper uses logistic smooth
model for describing the nonlinear dynamic of fio@h transition function defined as:
time series. The Markov Switching defined in
Timmermann (2006) can be written as:
G(Z;ye)=—— />0
1+e_y(7|—c)
Yo THg 0.8
where,z = y.; and the delay parameter to be integer
where, a ~N(0,02) andS = 1,2,...k shows the latent Positive (20). Using logistic function yield on the so
indicator state, following process k-state of eligod called LSTAR_modeI. The parameter c the threshold
Markov defined as: parameter, as in Threshold Autoregressive (TAR) gnd
' represents the degree of smoothess of the tramskiar

P(§ =j/S,=0)=R >0 Y0, then Iimy wG(;;y,c):Oand

li G(z; =1 i .
where,i,j = 1,2,...k shows that there ark different m, . (z:y.9) =1 (Kuswanto and Sibbertsen, 2007)

ossiible state or regime satisfiying: L

P g ying 1.5. Model Combinations

Zk:P(S =j/s., =i)=1 Forecast combination and ensemble forecasting, are

=1 N procedure to incerase the accuracy and reduce the
variability of forecast result. Combination is dobg

The maximum likelihood can be applied to estimate cOmbining the forecasts generated from differemteti

the model parameter (AR coefficients and varians ofSeries models with an expectation that the foreaalst
residual) if state§ = (Sp+1,...,S) is known. be more reliable than single model forecast. Treeee

o o _ several techniques to combine the forecast, iimple
1.4. Logistic Smooth Transition Autoregressve  combination and Bayesian Model Averaging (BMA).
(LSTAR)

The Smooth Transition Autoregressive (STAR) ) o . .
model for univariate time series, pbserved at = 1- Simple combination is done by summing up the
p.1-(p-1),....-1,0,1,..T-1T, can be written as forecast of each model weighed with certain weight.

(Zivot and Wang, 2006): The forecat combination_ re_sult according_ to
Ravazzolo (2007) fowr., with simple combination
scheme is described below:

1.6. Simple Combination

Vi = x[ ﬁl)(l_G(Z[ N+ X1 ¢)(2)G(Z[ )+ a

k ~
Where, o Xt_ _: 1y, yt-2""'yt-P); Yren :Zvvn-h,kmi,k
¢ =) .¢))....f") is the model parameter AR, =

where j = 1,2 shows the regime an@(z) is the _ . ) .
smooth transition function. where,k = 1,2,...,k isk-th modelW,, , is a weight for

forecasting h ahead from k-th model, where
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Zk W, =1 and §. is the forecast ofi ahead on & Vector of observation unttiland thek-th time series
ke T T+hk model is defined ad/,. The BMA forecasty,, y;.aua
k-th model. ’

Ravazzolo (2007) introduces two mechanisms for

Simple Model Averaging as follows:
1.7. Balance Weight

Balance weight is done by assigning the same weight g,HMBMAi AR
for every forecast of the individual model as fallo = '

is combination of individual model given its proponal
weight depending on the model performance, whege th
weight is posterior probability model:

-1 This equation will yield on BMA predictive by by
K defining the p(M{Y,) as representative ofy,

The balace weight will be optimum on the situation (Rafteryet al., 2005):
when the variance of the residual is homogenous and
identic (Timmermann, 2006).

Wy

P(Yama | Y15 )= Zwkgk Goma 1%)
18. Inverse Mean Square Prediction Error K
(M SPE) Weight

The second scheme to obtain the weight from

inverse Mean Square Prediction Error (MSPE) relatif . ; .
model, calculated using m window from past model. For a certain (temperature) case in theiraig

observations  (Timmermann,  2006). Residual PaPer of Raftery et al. (2005) the conditional
estimation of the weight combination tends to be Probabilityg, (¥s,,[¥)is assumed to be normal
higher due to the difficulty to predict the accuyraaf distribution with the parameter mean af+b,y, d and
the variance covariance matrix of the forecast P .

residual. One of the ways to overcome this probigm standard deviatioa. Hence:

by ignoring the correlation between residuals sat th

where, g, (Yaua | ¥.) is the probability of BMA model
forecast conditionalto the prediction results ofthk-

the combination weight shows the relatif performace Joun | % ~ N (@ +bF,.0%)
of each individual model toward the performance of
the average model. MSPE according to the foresasti  The values ofy andby are bias correctors obtained

window in every model, shown as the following Using (22) and (23), the expectation of the BMAcfzast

Equation 1: can be obtained by the following formula:
mo_ Zin:l(yT—i,k B yT—i)2 K
MSPEF) = == 1) E(Joun | 91 --9)= YW, @, +b,5,)
k=1
The weight of each model is calculated as Equation Raftery et al. (2005) and Vruget al. (2008) for
details of the estimation procedure of the weighd a
1 variance. They proposed Expectation-Maximization
R V= @ algorithm of the Maximum likelihhod approach.
+h,k = :
Zil(lmJ 2. MATERIALSAND METHODS
U MSPEL, 4
2.1. Data
1.9. Bayesian Model Averaging This study analyzes month;y inflation of Indonesian

Bayesian Model Averaging (BMA) assigns certain €conomy spanning from January 2000-August 2012. The
weights to each model in the forecast comiinat forecast combination is carried out to the inflatio
(Wang and Ma, 2008), Suppose that (Vi, Yi1,...,¥1)' IS forecast data generated from those considered siodel
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2.2. Steps of the Analysis those models, ARFIMA (1,d,0) is the only model whic
satisfies the assumption required for the residahthe

The steps of the analysis that is carried out i8 th 1 oqe| Therefore, the forecast for three definead le

study are described as follows: times will be generated by ARFIMA (1,d,0). The mbde
« Investigate the stylized facts of the inflationalat has characteristic of stationary long memory prsces
«  Generate the inflation forevast by long memry and With the order of fractional difference of 0.261.

two spurious processes 3.2. Forecagting with Markov Switching and
*  Apply the model combination approaches LSTAR

» Evaluate the performance of the model combination
Similar to the forecasting using ARFIMA, the
3. RESULT AND DISCUSSION Markov Switching model is selected by considering t
) ) _ _ _ ~ minimum AIC as well as the residual assumptionse Th
Figure 1 depicts the time series plot of the inflation gmajlest AIC of the Markov Switching model is AR(L)
series. From the figure, it is known that during feriod  \yhere the residual satiisfies the required assumgti
Januari 2000 to Agustus 2012 the inflation in Inekia The modeling process is done by estimating the
has a regular trend on certain period, such abmBry — yangition matrix of the series. This research uses

2000 to February 2002 shows increasing trend, from__ . " . L .
March 2002 to February 2004 tends to decrease anéeglmeS yielding on the following transition matrix

different pattern observed for other periods.

Having applied nonlinearity test to the series ahatv P :[
comes up with the conclusion that the inflation e®v
nonlinearl. Moreover, testing for long memory hdsoa
been applied to the series and it is obtainedtheaseries Another nonlinear model used to forecast the
has characteristic of being long memory process byinflation Logistic Smooth Transition Autoregressive
introducing certain degree of fractional integratio (LSTAR). It is assumed that the delay equals to two
Hence, the Indonesian inflation is a candidatepofi®us and the series transit in two regimes. Similar niioge
long memory process. Furthermore, forecaststeps with ARFIMA and Markov Switching have been
combination will be conducted as a method to geeera carried out, however best model which satisfies the
the forecast instead of selecting the best modefadt,  assumption of normally distributed residual canbet
the best model is selected based on minimum av@fge qptained. As the idea of the forecast is to minamize
the error and none of the model consistently geBera frecast error, the best model is selected under th

?est forecasé_ in all pﬁricf)ds. Priorf to applyirr;% the condition of minimum AIC and white noise. In thiase,
orecast combination, the forecasts for 1 mont _he the LSTAR (1) is the candidate of the best model.

6 months ahead and 12 months ahead will be

generated from long memory model and nonlinear 3.3. Forecast Combination

models (Markov Switching and LSTAR).

0.902 0.99
0.098 0.01

The forecast combination is done by assigning a
3.1. Forecasting with ARFIMA certain weight to each model output (forecast). Amo
The first stage of ARFIMA model building is the.three methods, the different is only on theg\hei.
identification of some possible ARFIMA models with @SSigned to the forecast. The balance weight gives
different order combinations. Furthermore, the bestS@Me weight to each forecast, while MSPE and BMA
model will be selected to generate te forecast byeStimates the weight that proportional to the
considering the criterias of having small AIC, all performance of the models. These two latter methods
parameters are significant and the residual ofntbelel ~ US€S training window (m) in estimating the weight.
satisfies the assumptions of being white noise andThis study uses m =6, m =9 and m = 12, so that fo
normally distributed. Among the combinations, thare ~ €ach m, the number of combination will be fewemtha

several candidates of ARFIMA models having small forecast with single model with the lag of m-1 for
AIC as shown ifTable 1. MSPE and m for BMA. Therefore, although balance

Based on the table, it is known that the the srslle weight doesn’t need training window, the forecast w
AIC is produced by ARFIMA (3,d,1). However, among be compared based on the same period as MSPE.
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Fig. 1. Time series plot of Indonesian Inflation from 2@6@010

Tablel. Comparison of several ARFIMA models

Model AIC The resu_lt (_)f combination between ARFIMA,

Markov Switching and LSTAR for Indonesian
QEE:MQ 8:3 Zéigz inflation forecast_is presentec_i in fche table beldmw.
ARFIMA(B'dIZ) 73:402 this case, th_e inflation series is assumed to be
ARFIMA (3:d:3) 74,739 normally distributed so that_ th_e e_stlmated paransete
ARFIMA (2.d.1) 75 660 are parameters of normal distribution used to dateu
ARFIMA (1,d,0) 81.986 the interval forecast i.ey and o°.

The interval is used to assess the forecast

3.4. Forecast Combination Using Balance Weight performance i.e., whether the forecast is capable t

. . . , capture the observation or not. A good forecast wil
weiAflt gngr:]zeghe'gaﬁz V\FI’(;?V;]?‘:S tﬁgc}g?géatsie .balacecapture the observation with small interval widhi.
hav% three ?nodels to be com%ined, the weight \&ilLI3 prder to clearly assess _the perfor_mance of thecéste
or it is a simple averaging. The variance of theeast ~ Interval, the following Fig. 2 depicted plots of the

as the result of combination is given as: forecasts and its corresponding observations. Gy
last periods are presented as an illustration.
O From the Figure, it is known that the forecast
% _kZ;Wk = %) combination with balance weight for lead 12 foreéaas

6 lag periods, there are only two observations #rat

Where: able to be captured by the interval. In overallyd0%
Gt = Varians of the combined forecast ontime t of the obsrevations that lies within the interval$he
W, = The weight complete periods of the forecast is shownFig. 3.
N — The forecast on time Based on the figure, the 1 month forecast can captu
Y . ) most of the observations. The figures show also tthea
tandy,, = The forecast formk-th single model on jnterval forecast is getting wider with longer letihe.
periodt However, it fails to capture most of the observagio
,///4 Science Publications 286 JMSS



Heri Kuswantcet al. / Journal of Mathematics and Statistics 10 (81-292, 2014

032012 042012
2.0 =obs -
= T = 104
1.0+ =
00 L— 0.0
T T | FEm T T S ) T T
3.0 35 4.0 45 30 35 40 45 50
Inflasi Inflasi
032012 06/2012
1.54 pLiE
= 104 BT
T 05+ = 107
00 T T T g g | 0.0 o 5
35 40 45 50 55 5 3.0
Inflasi Inflasi
072012 082012
20 A 2.0 ]
SETN =10 4
0.0 - 0.0 T T | o e !
4042 44 46 48 50 52 404"’444648‘\ 5.2
Inflasi Inflasi

Fig. 2. PDF of forecast combination using balance weighlefad 12

-
& ta =
r
[
!
-
Mot Sum - ek ur =11 meb A NMordh  Meov reb May g rev ] Moy g
Yew 200 m: =i Year 233 5] ms
]
14
.=
.
]
]
* o
* @ e @ L]
. L]
LN |
-
H

Mgelh  May ad b1 ] g o
Yesr i1 ma

Fig. 3. Plots of observations and forecast interval geedras the result of forecast combination usingriz@laveight for lead 1,
lead 6 and lead 12 respectively
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3.5. Forecast Combination using Inverse Mean training window m. Figure 6 below performs the
Square Prediction Error (M SPE) Weight forecast perforr_nance on_Iy for several selected_hmnt
o ) ) ) Based onFig. 7, using m = 6 we obtained 5
The concept of estimating the weight using this gpservations can be captured by the interval, meani
method has been discussed in subsection _2.3.he|ft 88,46% observations lies with in interval of BMA
MSPE yields on small value on the m period of the forecast. Moreover, the interval is reliable enowgth
forecast, thus the model is sufficiently acuratéotecast proper widht. This shows that the BMA performs good
the observation and hence the weight is larger. for lead 1 forecast especially using m = 6. Interva
From Fig. 4, we can see that the MSPE forecast forecast for lead 6 and 12 are not as good as ledd
performs good by being able to capture the observat particular for m = 12 yields on very poor perforroan
The illustration about the forecast on 6 and 12 tmen )
ahead are skipped for the sake of simplicity. The 3-7- Comparison of the Forecast Accuracy of the

comparison of the forecasting results for the whole Combined Forecasts

period using m = 6 can be seenfily. 5. The result for This section performs comparison of the forecast

m =9 and m = 12 are omitted for the sake of space. accuracy using MSE and MAPE criterias. These two

3.6. Forecast Combination Using Bayesian criteria_s _ assess the fprecast performance
Model Averaging (BMA) deterministicallyTable 2 summarizes the values.

Based on the values in the table, we can see that
In general, forecast combination using simple modelfor forecast on lead 1, the MSE minimum has been
averaging does not yield on reliable forecast for reached by forecast combination using BMA with m =
forecasting inflation either for lead 1, lead 6lead 12. 9, while for lead 6 and 12, the MSPE outperfornesttio
It is expected that combination using Bayesian Mode others. Among all settings, using m = 6 gives theelst
Averaging will improve the forecast reliability. rSilar MSE and MAPE, therefore the Indonesian inflation is
to MSPE, calibration using BMA requires the use of better forecasted with 6 months training window.
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Fig. 7. Plots of observations and forecast interval geedras the result of forecast combination using BidAlead 1, lead 6 and

lead 12 with respectively

Table2. MSE and MAPE comparison among three combinatiothaus

Model averaging Lead-1 Lead-6 Lead-12
Balance weight MSE MAPE MSE MAPE MSE MAPE
0.293 8.385 3.282 32.539 10.364 68.223
MSPE weight m=06 0.202 6.584 2.941 30.425 6.998 .0Z4%
m=9 0.152 5.903 3.398 34.099 9.816 69.719
m=12 0.135 5.641 4.025 40.009 12.762 83.565
BMA weight m=6 0.185 6.783 4.539 38.325 10.685 .586
m=9 0.133 5.788 5.080 42.292 9.610 73.389
m=12 0.169 7.201 5.989 50.464 15.881 90.680
Note: Minimum MSE: Minimum MAPE
Table3. CRPS comparison among three combination methods
Method Mean CRPS
Balance weight Lead-1 Lead-6 Lead-12
0.334 1.234 2.161
MSPE weight m==6 0.271 1.147 1.731
m=9 0.235 1.276 2.195
m=12 0.216 1.503 2.614
BMA weight m==6 0.250 1.599 2.838
m=9 0.203 1.609 2.880
m=12 0.238 1.830 3.521
Note: Minimum CRPS
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MSE and MAPE assess the bias of the forecast onlyHamilton, J.D., 1989. A new approach to the ecomomi

without taking account into the width of the forsta analysis of nonstationary time series and the
interval. In order to assess both accuracy andutiso of business cycle. Econometrica, 57: 357-384.

the forecast, the Continuous Ranked Probabilityré&sco Hipon, M. and T. Evgeniou, 2005. To combine or twot
(CRPS) is used. The idea of the CRPS is to caktla combine: Selecting among forecasts and their
difference between CDF of the combination resulihwi combinations. Int. J. Forecast., 21: 15-24.

CDF of the observed inflation data. In this casealter Hurvich, C.M., R. Deo and J. Brodsky, 1998. The mea
CRPS shows better forecast reliabilifiable 3 performs squ:';\red error of geweke and porte,r-hudak’s estimato

the mean CRPS over the whole forecast periods. .
: _ of the memory parameter of a long-memory time
The CRPS shows that BMA with lead time of 9 series. J. Time Series Anal, 19: 19-46. DOI:

yield on best forecast for Iead_ 1, while MSPE 10.1111/1467-9892.00075

outperforms BMA and balance weight for forecast on e

lead 6 and 12. General conclusion whether theKuswanto, H_.,2012. Artificial ensemble fo_recastné\w_

forecast combination will always outperform the perspect_lve of weather for_ecast in_Indonesia.
Proceedings of the International Conference on

single model can be done by simulation study, which h : o
is the subject of the future research. Mathematics and its Applications, Jul. 12-15, ITS
Community.

4. CONCLUSION Kuswanto, H., S. P. Irhamah and I. Koesniawantd 220
Bias Comparison on memory parameter of skip
This research applies three different forecast sampled long memory and exponentially smooth
combination approaches for forecasting Indonesian  transition autoregressive process. Int. J. Applied

inflation. It has been proven that the Indonesidlaiion Math. Stat.
can be modeled by long memory model as well asKuswanto, H., 2011. A new test against spuriougylon
nonlinear models. However, it is unclear whetheg th memory using temporal aggregation. J. Stat.

long memory is true or spurious. The results of the Comput. Simul., 81: 1297-1311.
analysis shows that the forecast combination caa be kyswanto, H. and P. Sibbertsen, 2007. Can we

good approach for solving the confusion problem distinguish between common nonlinear time series

between these two competing processes. In terreof t and long memory? Leibniz Hannover University,
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