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Abstract: Problem statement: A variety of methods and algorithms for classifica problems have
been developed recently. But the main questiorhas how to select an appropriate and effective
classification algorithm. This has always beenrapdrtant and difficult issueApproach: Since the
classification algorithm selection task needs taneiwe more than one criterion such as accuracy and
computational time, it can be modeled and also ednky Data Envelopment Analysis (DEA)
technique.Results: In this study, 44 standard databases were modsfed famous classification
algorithms and we have examined them by accreglitatiethod Conclusion/Recommendation: The
results indicate that Data Envelopment Analysis ADES an appropriate tool for evaluating
classification algorithms.
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INTRODUCTION classification in large scale. A least squares stpp
vector machine classifier was presented by efal.
Classification is an extensive and also importani{2009) for risk analysis.
issue in various fields, including statistics, faial To date a variety of classification algorithms,
intelligence, operations research, data mining an@specially for multiclass data classification, héezn
knowledge discovery. Depends on the number opresented. Note that choosing an effective classi$
classes, classification is divided into two grougisary ~ an important and difficult issue. The algorithmesgion
and multiclass. Due to the increasing use ofProblem is actually a central issue in many fields
classification in real systems such as networkugin  including artificial intelligence, operations resetaand
detection, credit analysis, classifying websites,/€arning machine is indeed active from the viewpoin
diagnosis of disease, a lot of algorithms and rusho researc_h (Smith-Miles, 2008). Classification algqns.
have been presented to classify databases withybina€v@luation usually have more than one criterion,
and specially multi classes, (Peng al., 2008) accuracy, misclassification rate ar_ld computa_\tldxmda
Allwein et al. (2001) used binary learning (Dietterich, 1998), therefore algorithm selectiam de _
algorithm based on margin and presented a framewor%oEd :)Ied by developed Data Envelopment Analysis
for muIticIass- classificati_on. . Cra_\mmer and_ Singer DEA decision making technique has been proposed
(200.1) explained algorithmic Implem_entatlon. of by Charne&t al. (1978), which is founded based on the
multiclass kernel based on vector machine and dt harelative efficiency of each decision making unit in

been compared with prior works. A complex numberscomparison with the priors and has a lot of impiaas
programming approach was presented by Loucopoulog eyaluating and ranking of congenial units
(2001) for minimizing misclassification costs. R&n (independent units that have equal inputs and ¢sjpu
and Rifkin (2001) compared Naive Bayes and suppoRjhich (Cook and Bala, 2007; Avkiran, 2006; ldnal.,
vector machine with each other for text classif@at  2009) can be noted among them.

Har-Peled et al. (2002) introduced a constraint One of the advantages of using DEA is that, when
classification method and also a Meta algorithm forinputs and outputs do not have the same scaldhiéin
multiclass classifying. Kotet al. (2009) presented a study accuracy and time), DEA can be used for
multiple criteria mathematical programming for datacomputing efficiency and ranking of units easilyneT
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other advantage is to ponder the desirability oflpe Z-J Vy
presented algorithms. e

The goal of this study is to use DEA in order to ijluimxm
rank classification algorithms and choose the beskjn=123. Ny ,y= ( (1)
through this technique.

The results of experiments in this study indicate
that the presented approach is capable of rankiag t
classifications in various fields. Let us use x and y to represent inputs and outputs

respectively. For instancgyrepresents the amount of
Background: Here we will have a general review on jth output and ¥, represents the amount of ith input for
the selected classification algorithms and devedopethe mth DMU. (n is the number of DMUS).
Data Envelopment Analysis (DEA). The point is to maximize the amount of Efficiency

o ) ) (E), so this problem can be solved by two different
Classfication algorithms: In this study, seven ethods:

classification algorithms (Logistic, SMO, Naive leay
cart, random forest, bagging and C4.5) have been i
chosen. . _Output-or!ented: It_ means the same amount of
Logestic linear regression (Le Cessie and Van Inputs while pr.oducmg_ more output _
Houwelingen, 1992) is modeled the probability of* Input-oriented: In this method for calculating

i=12,...Lj=12,..,3;

occurrence of an event by a linear function of juted efficiency, we should produce the same amount of
variables set. SMO (Premachandtaal., 2011) is an output with fewer inputs

algorithm for solving optimization problems, which ) _ i .

raised from learning machines support vector. Smpl  In this study, the first method is utilized and by

Bayes (Domingos and Pazzani, 1997) is modeledlacing denominator to 1 we reach to an input
probable relation between predictor variables dadsc orientation CCR model as comes next:

variable. Regression tree and classification (Bagist

al., 1984) is a greedy algorithm for multiple variebl
learning decision trees, which can model crisp and
continuous variables. Random tree (Breiman, 2093) i
grouping classifier, which is made of some decisionSubject to Eq. 2:
trees and its output is a class includes singlestre

J
Max Z = Zj:lvjmyjrn

classes’ mode. 5
Breiman (1996) is a grouping Meta algorithm to 2 UinXim =1
improve accuracy in classification. C4.5 (Quinlan, Z?_ VoX _Z_'_ u_x <0,n=12,...N: (2)
1993) is a decision tree algorithm which buildsisie = e . .
trees by division and dominance method in a rengrsi UpXn 2€  1=1,2,.,1j=1,2,..9

and up to down way.

_ ~ where, Z the number of efficiency changes betweé&n 0
DEA method: Developed Data Envelopment Analysis gn if the efficiency of examined unit becomestis t
(CCR) IS a methodology bas_ed upon an Interesting, it is efficient unless it considers as an inédfit unit.
application of linear programming, which measurka t In a situation that the efficiency of more than @dU

relative performance of Decision Making Units
(DMUs) with different inputs and outputs. The basic becqmes 1, we use t.he Andersen-Petergon model for
ranking DMUs. In this model, we let it have the

efficiency measure used in DEA is the ratio of ltota

outputs fo total inputs (Charnessal., 1978). efficiency more than 1, by omitting the constraddit
The ratio form of DEA for the mth DMU can be that DMU, (Andersen and Petersen, 1993). Each
expressed as: decision making unit that can reach to a greater
efficiency number, has a high level of performance
Z{ V.y among the efficient units, is something, which @ke
Maxg,, == -1 account in this model.

zjzluimxim
Experiments. Experiments, which have been done on

Subject to Eq. 1: informational databases will be explained here.
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Performance measures: There are an extgnsw_e False negative rate FN @)

number of performance measures for classification. FN+TP

Commonly used performance measures in software o B

defect classification are accuracy, precision, Ite€a Precision: This is the number of classified fault-prone

measure, the area under receiver Operatingnodules that aCtually are fault-prone modules Eq 8

characteristic (AUC) and mean absolute error UC

Irvine Machine Learning Repository (Challagudtzal ., Precision= TP

2005; Elish and Elish, 2008; Lessmaenal., 2008). TP+ FP

Besides these popular measures, this study includegeca”_

seven other classification measures. The foIIowinq '
. . hat are

paragraphs briefly describe these measures.

(8)

This is the percentage of fault-prone modules
correctly classified:

f Recall= _TP
TP

o ©)

Overall accuracy: Accuracy is the percentage o
correctly classified modules (Magt al., 2000). It is

one the most widely used classification performance-measure: It is the harmonic mean of precision and
metrics Eq. 3: recall. F-measure has been widely used in infoonati
retrieval (Han and Kamber, 2000) Eq. 10:
TN+TP

Overalaccuracyf ————————— 3)

TP+ FP+ FEN+ TN 2x Precisiork Reca (10)

Precision+ Recall

F - measure

True Postive (TP): TP is the number of correctly
classified fault-prone modules. TP rate measuras ho
well a classifier can recognize fault-prone modules
also called sensitivity measure Eq. 4:

AUC: ROC stands for receiver operating characteristic,
which shows the tradeoff between TP rate and R rat
AUC represents the accuracy of a classifier. Thgela
the area, the better the classifier.

Truepositive rate. TP (4) Kappa Statitic (KapS): This is a classifier
sensitivity TP+ FN performance measure that estimates the similarity
between the members of an ensemble in multi-
False Positive (FP): FP is the number of non-fault- classifiers systems (Baeza-Yates and Ribeiro-Neto,
prone modules that is misclassified as fault-praiass. ~ 2011) Eq. 11:

FP rate measures the percentage of non-fault-prone
P(A)-P(E)

modules that were incorrectly classified Eq. 5: KapS= 5 (11)
1-P(E
False positive rate FP (5) . - .
FP+ TN P(A) is the accuracy of the classifier and P(E) is

the probability that agreement among classifierdus
True Negative (TN): TN is the number of correctly f0 chance Eq. 12:
classified non-fault-prone modules. TN rate measure
how well a classifier can recognize non-fault-prone ZLI([Z;Z"!J(LDI)
modules. It is also called specificity measure &q. o
NI O 0 MR CDS L)
- 2

Truenegtive rate TN ©6) m
specificity TN+ FP

(12)

m is the number of modules and c is the number of
classes. f (i, ) is the actual probability of i dwde to be

False Negative (FN): FN is the number of fault-prone . )
of class Zizlf @i,j) is the number of modules of class j.

modules that is misclassified as non-fault-proressl

FN rate measures the percentage of fault-prone leedu Given threshold®, C(i, j) is 1 if j is the predicted class

that were incorrectly classified Eq. 7: for i obtained from P(i, j); otherwise it is [0, .1]
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Table 1: Accuracy and time training of algorithnsing Weka

J48 RF Bagging SMO Logistic NB SC
Name Time Accuracy Time Accuracy Time Accuracy &imAccuracy Time Accuracy Time Accuracy Time  Accyrac
Abalone 136 21.20 3.500 22.36 4.02 2461 2498 2&5. 35.02 27.040 0.05 23.84 8.61 26.07
Adult + Strech 0.00 100.00 0.030 100.00 0.00 100.000.02 100.00 0.05 100.000  0.00 100.00 0.03 100.00
Anneal 0.09 92.90 0.860 92.86 0.36 92.86 1.05 92.860.67 92.860 0.02 92.86 0.86 92.86
Breast Cancer 0.02  95.30 0.090 96.28 0.20 95.28 0 0.26.71 0.60 95.570 0.00 95.85 0.13 94.42
Car 0.02  92.40 0.120 92.84 0.08 92.07 1.06 93.75 06 1. 93.110 0.00 85.53 0.75 97.11
Cardiotocoraphy 0.31 92.40 0.620 94.45 0.70 93.88 .44 0 88.66 0.81 89.130 0.03 81.56 1.09 92.66
CMC 0.16 53.20 0.420 50.10 0.36 55.19 0.70 50.98 160. 51.590 0.02 49.29 0.80 55.26
Contact-Lenses 0.00 83.30 0.000 70.83 0.00 66.67 22 0.70.84 0.02 66.660 0.00 70.83 0.00 79.17
Ecoli 0.02 84.20 0.060 83.33 0.06 86.31 2.01 83.630.25 86.310 0.00 85.42 0.06 83.93
Glass 0.00 96.70 0.060 98.60 0.05 97.66 0.94 80.84.14 92.990 0.00 84.11 0.05 98.13
Haber man 0.00 71.90 0.060 69.28 0.03 73.20 0.02 .5373 0.02 74.840 0.02 74.84 0.08 72.55
Hayes-Roth 0.00 81.10 0.050 82.58 0.02 81.82 0.026.065 0.02 55.300 0.00 76.51 0.03 79.54
Iris 0.02  96.00 0.020 95.33 0.02 94.00 0.02 96.00 .030 96.000 0.02 96.00 0.03 95.33
Labor 0.02 73.90 0.030 87.72 0.05 85.96 0.22  89.470.08 92.980 0.00 89.47 0.08 78.95
Lenses 0.00 79.20 0.020 75.00 00.00 70.83 0.34 779.10.02 66.670 0.00 75.00 0.02 79.17
Mammographic Masses 0.03  82.400 0.17 76.89 0.12.938 0.05 79.29 0.030 82.62 0.01 8252 0.34
Pima-Indians 0.04 73.80 0.190 7253 0.20 74.61 0.217.34 0.05 77.210 0.01 76.30 0.29 75.13
Sanor 0.08 71.20 0.015  80.77 0.30 77.40 0.05 95.98.08 73.080 0.00 67.79 0.52 71.15
Transfusion 0.01 77.80 0.120 72.86 0.08 77.67 0.036.20 0.02 77.140 0.00 75.40 0.14 77.00
Weather 0.00 64.30 0.010 57.14 0.00 50.00 0.01 457.10.01 57.140 0.00 64.28 0.00 50.00
Weather. Nominal 0.00 50.00 0.000 71.43 0.00 50.000.00 64.28 0.00 71430 0.00 57.14 0.00 42.86
Adult- Strech 0.00 100.00 0.000 100.00 0.00 100.000.01 100.00 0.00 100.000  0.00 100.00 0.00 100.00
Breast Cancer Wisconsin 0.04 94.600 0.08 96.00 08 0. 95.71 0.02 96.71 0.060 95.57 0.01 96.00 0.15
Bridges 1 0.40 67.90 0.010 62.36 0.07 4151 2.31 .9%7 0.39 56.600 0.01 68.17 0.02 59.66
Bridges 2 0.01 63.20 0.050 55.66 0.04 4151 2.20 .9%B7 0.37 55.660 0.00 64.16 0.03 58.17
CRX 0.05 86.10 0.150 84.35 0.13 85.07 0.78 8493 170. 85.220 0.00 85.22 0.75 77.68
Dermatology 0.04  95.90 0.130 96.99 0.13 95.63 1.297.27 0.63 98.090 0.02 97.54 0.13 94.26
Flag 0.03 57.70 0.260 59.28 0.17 35.57 2032.00 668.7 5.53 39.040 0.00 40.72 1.20 35.57
Hepatitis 0.02 58.10 0.090 58.06 0.06 60.64 0.02 .4%6 0.02 63.220 0.10 70.97 0.10 61.29
Hill-Vally with Noise 0.09 50.50 1.970 55.44 6.45 2.97 0.32 5511 0.13 80.669 0.04 48.68 4.88 52.64
Hill-vally without Noise 0.08  50.30 2.320 59.07 1.2 61.39 0.33 58.74 0.18 90.920 0.04 50.66 6.38 458.7
Horse-Vote-84 0.01 77.30 0.080 77.34 0.05 79.46 30.078.25 0.03 75530 0.00 75.53 0.11 71.20
lonosphere 0.09 93.50 0.180 93.45 0.27  90.89 0.078.608  0.09 88.890 0.01 82.62 0.29 89.74
Sensor Reading 2 0.04 100.00 0.200 100.00 0.18 0000. 0.90 77.20 1.21 99.670 0.03 90.58 0.39 100.00
Sensor Reading 4 0.11 100.00 0.360 100.00 0.37 0000. 1.23  77.28 1.78 99.800 0.03 89.11 0.57 100.00
Soybean 0.01 97.90 0.010 100.00 0.02 100.00 0.370.020 0.00 100.000 0.00 97.87 0.03 97.87
Tae 0.02 59.60 0.030 66.89 0.03 56.39 0.18 54.30 02 0. 54.300 0.00 52.98 0.05 52.32
Vowel-Context 0.21 83.10 0.580 94.04 0.92 85.86 75.069.60 2.33 69.800 0.02 67.07 0.95 79.70
Wine Quality-Red 0.26  62.00 0.630 68.23 0.82 64.541.36 58.35 2.42 59.790 0.01 55.03 1.08 60.35
Wine quality-White 1.27  58.00 2570 67.64 3,55 62.719.37 52.10 8.31 53.710 0.06 44.26 5.37 59.35
WPBC 0.15 33.50 0.420 41.75 0.06 4278 14.06 44.881.38 32.100 0.01 18.04 0.67 29.50
Yellow-Small + Adult 0.00 62.50 0.010 81.25 001 . 0.01 75.00 0.01 62.500 0.00 68.75 0.04 62.50
Yellow-Small 0.00 100.00 0.010 100.00 0.01 95.00 020. 100.00 0.00 100.000 0.00 100.00 0.00 95.00
Zoo 0.00 92.10 0.030 91.08 0.03 42.57 1.18 74.20 16 0. 86.140 0.01 93.07 0.20 40.59
Abalone 1.36 21.20 3.500 22.36 402 2461 2498 2&5.35.02 27.040 0.05 23.84 8.61 26.07
Adult + Strech 0.00 100.00 0.030 100.00 0.00 100.000.02 100.00 0.05 100.000 0.00 100.00 0.03 100.00
Anneal 0.09 92.90 0.860 92.86 0.36 92.86 1.05 92.88.67 92.860 0.02 92.86 0.86 92.86
Breast Cancer 0.02 95.30 0.090 96.28 0.20 95.28 0 0.26.71 0.60 95570 0.00 95.85 0.13 94.42
Car 0.02 92.40 0.120 92.84 0.08 92.07 1.06 9375 06 1. 93.110 0.00 85.53 0.75 97.11
Cardiotocoraphy 0.31 92.40 0.620 94.45 0.70 93.88.440 88.66 0.81 89.130 0.03 81.56 1.09 92.66
CMC 0.16  53.20 0.420 50.10 0.36 55.19 0.70 50.98 160. 51590 0.02 49.29 0.80 55.26
Contact-Lenses 0.00 83.30 0.000 70.83 0.00 66.67 22 0. 70.84 0.02 66.660 0.00 70.83 0.00 79.17
Ecoli 0.02 84.20 0.060 83.33 0.06 86.31 2.01 83.630.25 86.310 0.00 85.42 0.06 83.93
Glass 0.00 96.70 0.060 98.60 0.05 97.66 0.94 80.80.14 92.990 0.00 84.11 0.05 98.13
Haber man 0.00 71.90 0.060 69.28 0.03 73.20 0.02 .5373 0.02 74.840 0.02 74.84 0.08 72.55
Hayes-Roth 0.00 81.10 0.050 82.58 0.02 81.82 0.026.0656 0.02 55.300 0.00 76.51 0.03 79.54
Iris 0.02 96.00 0.020 95.33 0.02 94.00 0.02 96.00 .030 96.000 0.02 96.00 0.03 95.33
Labor 0.02 73.90 0.030 87.72 0.05 85.96 0.22  89.47.08 92.980 0.00 89.47 0.08 78.95
Lenses 0.00 79.20 0.020 75.00 0.00 70.83 0.34  79.10.02 66.670 0.00 75.00 0.02 79.17
Mammographic Masses 0.03  82.400 0.17 76.89 0.12.938 0.05 79.29 0.030 82.62 0.01 8252 0.34
Pima-Indians 0.04 73.80 0.190 7253 0.20 74.61 0.277.34 0.05 77210 0.01 76.30 0.29 75.13
Sanor 0.08 71.20 0.015 80.77 0.30 77.40 0.05 95.96.08 73.080 0.00 67.79 0.52 71.15
Transfusion 0.01 77.80 0.120 72.86 0.08 77.67 0.036.20 0.02 77.140 0.00 75.40 0.14 77.00
Weather 0.00 64.30 0.010 57.14 0.00 50.00 0.01 457.10.01 57.140 0.00 64.28 0.00 50.00
Weather. Nominal 0.00 50.00 0.000 71.43 0.00 50.000.00 64.28 0.00 71.430 0.00 57.14 0.00 42.86
Adult- Strech 0.00 100.00 0.000 100.00 0.00 100.000.01 100.00 0.00 100.000 0.00 100.00 0.00 100.00
Breast Cancer Wisconsin 0.04  94.600 0.08 96.00 08 0.95.71 0.02 96.71 0.060 95.57 0.01 96.00 0.15
Bridges 1 0.40 67.90 0.010 62.36 0.07 4151 2.31 9%7 0.39 56.600 0.01 68.17 0.02 59.66
Bridges 2 0.01 63.20 0.050 55.66 0.04 4151 2,20 .9%7 0.37 55.660 0.00 64.16 0.03 58.17
CRX 0.05 86.10 0.150 84.35 0.13 85.07 0.78 84.93 170. 85220 0.00 85.22 0.75 77.68
Dermatology 0.04  95.90 0.130 96.99 0.13  95.63 1.297.27 0.63 98.090 0.02 97.54 0.13 94.26
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Table 1: Continue

Flag 0.03 577 0.26 59.28 0.17 35.57 2032.00 58.765.53 39.040 0.00 40.72 1.20 35.57
Hepatitis 002 581 009 5806 006 60.64 002 ®$6.4002 63220 010 7097 0.10 61.29
Hill-Vally with Noise 0.09 505 1.97 55.44 6.45 92. 0.32 5511 0.13 80.669 0.04 48.68 4.88 52.64
Hill-vally without Noise  0.08 ~ 50.3 232 59.07 7216139 033 5874 018 90920 004 50.66 6.38 58.74
Horse-Vote-84 001 773 008 77.34 005 79.46 003825 003 75530 0.00 7553 0.1 71.20
lonosphere 0.09 935 0.18 93.45 0.27 90.89 0.07 6088. 0.09 88.890 0.01 82.62 0.29 89.74
Sensor Reading 2 0.04 100.0 0.20 100.00 018 100.00.90 77.20 121 99670 0.03 9058 039  100.00
Sensor Reading 4 0.11 100.0 0.36  100.00 0.37 100.00.23  77.28 1.78 99.800 0.03 89.11 0.57 100.00
Soybean 001 979 001 100.00 002 10000  0.37 0000. 0.00 100.000 0.00 97.87  0.03 97.87
Tae 0.02 59.6 0.03 66.89 0.03 56.39 0.18 54.30 0.054.300 0.00 52.98 0.05 52.32
Vowel-Context 021 831 058 9404 092 8586 5.089.60 233  69.800 002 67.07 0.95 79.70
Wine Quality-Red 0.26 62.0 0.63 68.23 0.82 64.54 361. 58.35 2.42 59.790 0.01 55.03 1.08 60.35
Wine quality-White 127 580 257  67.64 355 62.789.37 5210 831 53710 006 4426 537 59.35
WPBC 0.15 335 0.42 41.75 0.06 42.78 14.06  44.85 .3874 32.100 0.01 18.04 0.67 29.50
Yellow-Small +Adult ~ 0.00 625 001 8125 001 5000001 7500 001 62500 000 6875 0.04 62.50
Yellow-Small 0.00 100.0 0.01 100.00 0.01 95.00 0.0100.00 0.00 100.000 0.00 100.00 0.00 95.00
Zoo 000 921 003  91.08 003 4257 118 7420 0.1686.140 001 9307 0.20 4059
Mean Absolute Error (MAE): This measures how classification is just the most effectual factor in
much the predictions deviate from the true proligbil the best algorithm selection and in some other
P(i, j) is the estimated probability of i modulelie of analysis algorithm performance time in addition
class j taking values in [0,1] (Kuncheva, 2004rrFet to accuracy is effective too, to determine the
al., 2009) Eq. 13: efficiency, two methods are presented which
result to rank the algorithms.

zjczlzj”llﬁ(i,j)]) -p(@,j)| Step 3: Ranking algorithms by considering accuracy

MAE = s 13) parameter: to compute the efficiency of every

DMU, let us consider 1 as input of DMU and
the accuracy of every algorithm as output. This
analysis is done by DEAP software and if the
efficiency of several algorithms becomes 1,
using DEA Andersen-Peterson model, their
efficiency is found by lingo software.
Step 4: Ranking algorithms by considering accuracy
and performance time parameters: to compute

e Training time: the time needed to train a
classification algorithm or ensemble method

* Test time: the time needed to test a classification
algorithm or ensemble method

MATERIALSAND METHODS

Data sources. We have gathered approximate|y 300 the efﬁCiency of every DMU in this Condition, it
binary and multi class databases and 44 among ihem is enough to consider learning time as input
various domains and fields have been chosen. Ohgosi (time is cost attribute) and the accuracy of
this amounts of data bases has accomplished based o classification as output (accuracy is benefit
the Morgan table which says if the statistical stci attribute) of that algorithm and do the same as
was 300, it would be enough to choose 44 samples fo previous step.

statistical analysis. Step 5: Considering obtained efficiency, we rank

algorithms.

Proposed _approach: Experiments are done based on
the foIIowmg_ procedure_:_lnput: 44 chosen data base RESULTSAND DISCUSION
Output: ranking of classifiers.

Step 1: After preparing data bases using Weka, we According to the analysis, two tables due to the
proceed with the data analysis and calculate thét€PS 3 and 4 are obtained: Table 2 represents the
accuracy and constructing time of model in eactefficiency of every algorithm just by consideringet
algorithm by 7 famous algorithms in accuracy parameter.
classification (Table 1) Since the CCR model efficiency of all algorithms

Step 2: Since we are planning to gain the effigeot  equals 1, therefore all algorithms are desirable
every classification algorithms, using DEA algorithms and Andersen-Peterson model is used to
CCR output oriented, each of these algorithmg/ank them. According to the efficiency number whigh
is considered as a Decision Making Unit obtained by Andersen-Peterson model, final rankihg
(DMU), we assume the amount of accuracy ofalgorithms is as follows:
every algorithm is pondered as its output, in
analysis of every data bases with methodlogistic> Random Forest> SMO >
Moreover in some analysis the accuracy ofC4.5 > Naive Bayse> Cart> Bagging
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Table 2: Efficiency by considering accuracy Avkiran, N.K., 2006. Developing foreign bank
Random Naive e H §
C4.5 Forest Bagging SMO Logistic Bayes Cart emCIenCy models for DEA ground.ed In fmance_
CCR Efficiency 1.000 1.000 1.000 1.000 1.0 1.000 00Q. theory. Socio-Econ. Plann. Sci., 40: 275-296. DOI:
AP Efficiency  1.146 1.227 1074 1203 15 1.132 820 10.1016/j.seps.2004.10.006
Baeza-Yates, Yates B.Y.R. and B. Ribeiro-Neto, 2011
Table 3: Efficiency by considering accuracy Modern Information Retrieval: The Concepts and
Random Naive Technology behind Search. 2nd Edn., Addison
C45 forest Bagging SMO Logistic bayes Cart Wesley ISBN: 10: 0321416910 pp: 944
CCR Efficiency 1.000 1.00 1 1.00 1.000 1.000 1.000 . ! . o ! ’ )
AP Efficiency 7.508 244 1 251 1108 33224 1113 Breiman, L., 1996. Bagging predictors. Mach. Learn.

24:123-140. DOI: 10.1007/BF00058655

algorithm by considering the accuracy and perforrean _5'32- DO 1(),-1023/'6‘:1010933404324

time parameters: Breiman, L.,J. Friedman, C.J. Stone and R.A. Olshen,
1984. Classification and Regression Trees. 1st
Edn., Chapman and Hall/CRC, California, ISBN:
10: 0412048418, pp: 368.

llagulla, V.U.B., F.B. Bastani, I.L. Yen and R.A
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