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Introduction the NoC links (18%) (Steenhef al., 2006). Ejlaliet al.

. ) ) (2010), it has been shown that on-chip intercormect
_As the number of cores integrated into a single account for a significant fraction (up to 50%) diet
silicon chip increases, the role played by the {ota] on-chip energy consumption. Based on this,
communication system becomes more and moOreseyeral techniques have been proposed in literature
relavant. In fact, traditional bus based implemtoites aimed at reducing the power dissipated by the main
does not scale as the complexity of the systene&s®s.  NoC elements, namely, the routers, the links ared th
The Network-on-Chip (NoC) design paradigm represent network interfaces. In this study, we focus on powe
a first answer to deal with scalability problem_sicmh dissipated by the network links as they contribiote
characterizes the many-cores era. As technologgkshr  gignjficant fraction of the total power dissipatioim
the impact on the overall performance, cost, poae  gqdition, their importance is expected to increase
reliability figures due to the communication sulisys soon as technology shrinks.
becomes as important as and in some cases more geyeral factors determine the overall performance,
important than, that due to the computation subesys  cost, power, reliability and other functional mesi
For instance, considering the power metric, inlttiel's and physical attributes of a NoC. The routing
80-tiles TeraFLOPS processor (Vangtkl., 2008) the  algorithm, used to deliver the packets to their
communication power accounts for about 30% of thedestinations, is one of the main protagonist inGCN
total power budget. In the Massachusetts Instiite (Duatoet al., 2002).
Technology RAW chip (Tayloet al., 2002) the NoC is A routing algorithm is composed by two main
responsible for the 40% of the system power. In thecomponents, namely, theouting function and the
/Athereal NoC the largest percentage of powerselection function (Fig.1). The routing function computes
dissipation (54%) is due to the NoC clock, followeyl the set of admissible output ports towards whicé th
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packet can be forwarded to reach its destinatidenT
the selection function is used to select one oupmut
from the set of admissible output ports returnedhsy
routing function. Of course, in a router implemangtia
deterministic routing algorithm, the selection tHas
not present since the routing function returns oaly
single output port.
oblivious routing algorithm the selection block ¢skits

decision based solely on the information provided b
the header flit; whereas, network status infornmatio

(e.g., link utilization, buffer occupation) are dojped
by the selection function of a router implementagy
adaptive routing algorithm.

In a router implementing an

of communicating nodes) increases. For instanag, Fi

shows the percent performance improvement (measured

as reduction in average delay) when a determin¥tic
routing is replaced with an adaptive routing altjon
(Palesiet al., 2009) for different network sizes. It also
shows the contribute of the selection function by
comparing two different selection strategies, ngmel
Buffer Level (BL) (Hu and Marculescu, 2004) and
Neighbor-on-Path (NOP) (Ascit al., 2008). As can be
observed, passing fromx2 to 16<16 meshes, the
performance improvement varies from 8 to 42%. dtudth
be pointed out that the above results should bsidered

The importance of the routing algorithm is expected qualitative as they strongly depend on the actetork

to increase as the network size (measured as tnéeru

Source, destination.

configuration and the considered traffic scenario.
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This study focuses on the selection function as ittables has been presented (Megaal., 2009). The
strongly determines the effectiveness of a routingpossibility of avoiding the use of expensive rogtin

algorithm (Feng and Shin, 1997). Differently frotmet
previous works in which the selection function ésigined
with the aim of optimizing performance metrics (Hod
Marculescu, 2004; Asciat al., 2008), our proposal is
mainly oriented to reducing the power dissipatedthsy
network links. In fact, as technology shrinks, fiwwver
dissipated by the links is as significant as (orreno
significant than) that dissipated by routers antivosk
interfaces (Srinivasan and Chatha, 2006; Painal.,
2007; Hoskoteet al., 2007; Carloniet al., 2008). Links
dissipate power due to the switching activity (betf

tables in favour of small logic blocks in every g to
implement a routing function (even for irregulatwerk
topologies) is presented in (Camebal., 2011). In the
above works, power optimization is not the mainlglra
fact, it represents a secondary positive effect tduthe
reduction of the area needed to implement the mguti
algorithm. Other proposals focuses specifically tha
design of routing algorithms in which power dissipa
is the primary metric. Several routing algorithmevé
been proposed to deal with thermal issues related t
power dissipation. A thermal-aware routing algarith

and coupling) induced by subsequent data pattern@iMeéd at ensuring both thermal safety and less

traversing the link (Jantsclt al., 2005). The basic idea
behind the proposed selection function is selecthre
output port through which it is convenient to fordidhe
incoming packet in such a way that the power dideib
by the output link is minimized.

The proposed selection function is assessed o a s
of traffic scenarios both synthetics and extradiean
real applications. The analysis is carried out carimg
with representative selection policies and consider
performance, power dissipation and energy conswmpti
as evaluation metrics. In addition, an architedtura
implementation of the proposed selection functisn i
presented and the implications on the router srchites
in terms of the area and power overhead are disduss

The rest of the study is organized as follows. The minimizing power dissipation

proposed selection policy is presented in sectibnin
section IV the hardware implications on the ardiiee

e

performance impact is proposed in (Claal., 2010).
The knowledge of traffic information is used to ides
application specific routing algorithms to redube hot-
spot temperature for NoCs (Qian and Tsui, 2011).
Traditionally, a minimum hop count routing policg i
employed for electronic NoCs, as it minimizes both
power consumption and latency. However, due to the
special architecture of current optical NoC routersch

a minimum-hop path may not be energy-wise optimal.
Based on this, the use of effective routing altoni
specifically defined to address energy relatedessis
explored in the context of optical NoCs (Liu andnga
2010). Power related issues are particularly imgoart

in 3D architectures. The use of routing algorithimis
managing vertical communication with the goal of
is presented in
(Rahmani et al., 2011). When a multipath routing
function is used, the goal of the selection funttie

of the router are analyzed. The assessment of thgsyaly that of selecting the output port whictoa# the

proposed selection policy on both synthetic trafid
real traffic scenarios is presented in Section Maky,
in section VI, we draw our conclusions.

Related Work

There is a great deal of work in literature abd t
definition of routing algorithms for NoC architectis.
The majority of them have been conceived with the
primary goal of improving performance and, sometme
reducing implementation cost. A methodology to gesi
Application Specific Routing Algorithms for NoCs
(APSRA) (Palesiet al., 2009) has been proposed with
the aim of maximizing the degree of adaptivity bét
routing function as it is strictly related to the

performance metrics of the communication system. In

fact, APSRA does not take into account cost andegpow
issues as the routing function needs to be implésden

using routing tables which are usually an expensive

packet to reach its destination by minimizing thd-to-
end delay. The authors proposed a different walesign

the selection function in which the primary objeetiis
minimizing power dissipation while performance s i
seen a secondary objective (Salezhial., 2011). This
study presents an evolution of the selection siyate
presented in (Salendt al., 2011). Although the basic
idea is the same, in this study we couple a powera
selection function with a data encoding technigineed

at reducing both energy consumption and power
dissipation. The study also presents a possible
implementation of the selection logic analysing its
impact on area and power of the router.

Power-Aware Selection Policy
The ldeain a Sketch

The idea behind the proposed selection policy @n b

resource both in terms of silicon area and powerintroduced as follows. Let us consider a routerchtias
dissipation. To address power and cost issues, ao choice the output port through which forwardihg

technique to compress routing tables and the aathite
of the hardware block for managing compressed mguti
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can be forwarded. The proposed selection functiuat,
will be presented in more details in the following,
estimates the power dissipation due to the trarssoms
of the incoming packet through each of the admissib
output ports. Then, it selects the output port Wwhic
minimizes the power metric.

The Proposed Selection Policy

The pseudo-code of the algorithm implementing the
proposed selection function is shown in Fig. Jjdts as
inputs the set of output ports returned by the ingut
function (Eports) and the header flit that has to be
forwarded b f lit). It returns the selected output port. The

algorithm starts checking the size of the set & th
admissible output ports returned by the routingfiom.

If oports contains a single output port, such output port
is returned. If either all the output ports belangito
oports are reserved or none of them is reserved, the
output port which determines the minimum link power
dissipation is selected (function SelectionMinPgwer
The information about reservation status of thepout
ports is obtained from the wormhole reservatioretaty
the router (Duatcet al., 2002). In the remaining of the
cases, the output port connected to the input giotte
router which has the minimum buffer occupancy is
selected (function SelectionMinBuffer).

QutputPort SelectionFunction(set<OutputPort> eports,

1
2 TElit hflit)
34
4 if (oports.size() = 1)
5 oport < oports|(] ;
6 else if (AllReserved(oports) || NoneReserved(oports))
7 oport +— SelectionMinPower(oports, hflit);
8 else
9 oport +— SelectionMinBuffer(oports):
10
11 return OPport |
12 }
Fig. 3. Pseudo-code of the algorithm implementhrgyiroposed selection function
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Fig. 4. Percent utilization rate of the Selection®dwer selection function (solid line) for diffetgracket injection rates under
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As can be observed, the selection policy givesfour types of coupling transitions (Kirwt al., 2000). A
priority to performance optimization by means oéth Type | transition occurs when one of the lines st
SelectionMinBuffer ~ function. In  fact, the while the other stays unchanged. In a Type Il items
SelectionMinPower function is used when either all one line switches from low to high and the othemir
the admissible output ports are available or they a high to low. A Type Il transition occurs when both
all reserved. To assess how often the lines switch simultaneously. Finally, in a Type IV

SelectionMinPower function is invoked in practical transition both lines do not switch. So, the congli
cases (i.e., condition in line 6 of Fig. 3 is mefe  transition activityT. is a weighted sum of the different

following experiment has been caried out. For type of coupling transition contributions as follew

different packet injection rates and several tcaffi

scenarios, the percent utilization rate of the T =kT,+k,T,+KkJT,+k[, (2)

SelectionMinPower selection function is monitored a

shown in Fig. 4. Precisely, the figure shows the :

percentage of the times that the single conditions Whgre, theT_" 1=1234, are the average number of

line 6 of Fig. 3 (data serieNlone reserved and All transition pre and-ki are weights.

reserved) are met. The sum of these components (data According to (Kimet al., 2000) we assumg = 1,k

serie All/None reserved) represents the percentage of = 2 ks = ks = 0 andCJ/C; = 4. That isk, is assumed as

times that the SelectionMinPower function is aciual reference for other types of transition. The effect

used. As can be observed, in practical cases, th&apacitance in Type Il transition is usually twtbat of a

proposed selection function is used for more th@¥7  Type | transition. In Type IlI transition, as bosignal

of the time on average. Based on this, we expeatt th switch simultaneously,C. is not charged (here we

the use of a power aware selection policy is jiesif assume that there are no misalignment betweennibe t

and it would bring to significant power savingsias transitions). Finally, in Type IV transition theis no

will be shown in the experiments section. dynamic charge distribution ov€. Overall, Equation 1
In the following subsections, the two main can be simplified as follows:

components which form the selection function, namel

the SelectionMinPower and the SelectionMinBuffer

functions are described. The deadlock free propefty

the routing algorithm is also discussed.

R =[T,_, +4(T, + 2T2)]C5Vdfj Fu 3)

Let us indicate withT, , the number of &1

transitions in the link connected to the outputtjom;
The SelectionMinPower function gets two inputs: [ oports due to the transmission of h f lit. Simlyar
The. set of gdmissible output ports returngd by thejet us indicate withT; and T; the number of Type |
routing functpn ¢ports) and the header fit tq be transitions and Type |l transitions in the link
forwarded b f lit). It returns the oqtpl_Jt port belonglng_to connected to the output paop; [ oports due to the
oports such thaF Fhe power dissipated bY the link transmission of h f lit. So, the goal of the seleat
traversed byh f lit is minimized. The dynamic power ¢ - ion is to select the output port belonging to

The SelectionMinPower Function

dissipated by the link is: oports such that Pl is minimized, that is:

P =[T,.(Cs +C) +T.C.IVAF,, 1 ! . . .

| [ Oal( S I) C C] dd” ck ( ) min [To|al+4(-|-1| +2-|-|2)] (4)
Where: 170 foports=
Ve = The supply voltage
F« = The clock freql_Jency To simplify the computation of (4), the following
Cs = The self capacitance approximated problem is considered:
C = The load capacitance
C. = The coupling capacitance ) _ ,

min (-I—].I + ZTZI) (5)

To.1 and T, are the average number of effective =0.-loports-1
transitions per cycle foCgs and C. respectively.Ty_,;
counts the number of-91 transitions in the link in two In which the termT:
consecutive transmissionsl, counts the correlated , T et )
switching between physically adjacent lines. Thare  term T, + 2T, which is weighted by 4. Let us consider

is neglected in favor of the
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mesh topologies and minimal routing. The routing
function will returns at most two admissible output
ports; thus, an approximated solution of problem (5
can be obtained using the algorithm shown in Fig. 5
If the number of Type Il transitions when h f I i

forwarded through the port oports [§T;)is greater

Oports [1]

Oports [0]

than the number of Type Il transitions when h fidit
forwarded through the port oports [I}), then output

Oports [0] Oports [1]

port oports [1] is selected. Otherwise, 1f is less
thanT,;, then oports [0] is selected.Tif=T,, Type |
transitions are compared. 1f° is greater tharm! then
oports[1] is selected otherwise oports [0] is s&ddc

The SdectionMinBuffer Function

Fig. 5. Flow chart of the SelectionMinPower funatio

The SelectionMinBuffer function gets as input the
set of admissible output ports returned by the ingut
function (oports) and returns the output port
connected to the input port of the downstream noute Oports [1] Oports [random]
with the minimum buffer occupancy. Let us indicate
with by’ the occupancy of the buffer of the input port Fig 6. Flow chart of the SelectionMinBuffer furmii
of the router connected to the paports [i] of the
current router. If we consider mesh topologies andImplications on the Router Architecture
minimal routing, the algorithm implemented by the
SelectionMinBuffer function is shown in Fig. 6.

If b is greater thah}, thenoport [0] is returned.

Oports [0]

In this section we propose a possible hardware
implementation of the proposed selection functiow a
analyze the overhead in terms of silicon area awiep
Otherwise, if by is less thahy, then oport [1] is dissipation over a baseline router implementing a
returned. Finally, ifb; is equal t®, then a random deterministic XY routing.

selection is performed.

Deadlock Freedom

Hardware I mplementation of the Algorithm

Figure 7 shows the block diagram of the router and
Deadlocks may appear in interconnection networksits main i_nternal blocks. For gach direction theteo has

such as NoCs and may lead to performancethree main ports, namely, x_in, x_out and x_bo,mvhe

degradation or even system failure (Benini and can be n (north), e (east), w (west) and s (solitigre is

Micheli, 2002). One of the most common techniques also a Iogal port, |, co_nnected to the IP coreugfothe
for deadlock avoidance is based on the turn modelnetwOrk interface. X_in and x_out represent theutnp

(Chiu, 2000) which prohibits the routing algorithm and output- ports frpm where .the flit is ref:elvedj an
. . . . through which the flit is transmitted, respectivel bo
from making certain turns in the network in such a . . ; .
__receives the number of flits stored in the inpuffdruof
way that the Channel Dependency Graph (CDG) is

. . ) the router connected to the x output port.
acyclic. The proposed selection function does not The internal structure of the router is shown ig.Fi

affect the deadlock free properties of the routing 7, The selection function has five inputs: The skt
algorithm. A selection function selects one of the 4ymissible output ports returned by the routing
multiple allowed turns provided by the routing fynction (AOP), the information about the occupancy
function. For this reason, the allowed routing gath 4f the buffers of the neighbors routet®), the header
remain unchanged whatever the selection function isfjit to be forwarded I§ f lit) and the previously
Based on this, the proposed selection function istransmitted flit pt f lit). The output provides the
agnostic as respect to the underlying routing fiomct  selected output porbgt_dir).

(i.e., it can be coupled with any routing functicamd The internal of the module implementing the setecti
does not affect the CDG and therefore the deadlockfunction is shown in Fig. 7c. It simply propagatie
free property of the routing algorithm. output of either the SelectionMinBuffer module det
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SelectionMin- Power module based on the availghdlit through which forwarding the packets. Otherwises th

the output ports iOP (condition in line 6, Fig. 3). output port provided by the SelectionMinBuffer itois
The SelectionMinPower module, implementing the used. In the first case, the selected output orthat

algorithm in Fig. 5, is shown in Fig. 7d. The block resulting from the condition tree shown in Fig.I®.the

SelPTFlits returns the previously transmitted flisough ~ second case, the selected output ports is detedrbinthe

the output ports iAOP, whereas the blocks T1 and T2 condition tree in Fig. 6.

count t_he n_umb_er_ of Type | and Type Il transitions 9ynthesis Resuilts

respectively ifh f lit is forwarded through the output ports

in AOP. Finally, the SelOut module returns the selected  The following routers have been designed in VHDL

output port based on the result of the comparisons. described at the RTL level, synthesized with Sygeps
Overall, the data flow can be summarized as follow. P€Sign Compiler and mapped onto an UMC 65 nm

When a header flit of a packet reaches the rotter, (€chnology library:

block Routing Function returns the set of admissibl

output ports where the packet can be forwarded. The XY: A router implementing a deterministic XY

block Selection Function selects one of these asintés routing algorithm _ _
output ports based on the reservation status afttaenel ~ * OE-BL: A router implementing Odd-Even (Chiu,
(whrt), the previous transmitted flitpf f lit) and the 2000_) routing function and buffer level selection
occupancy of the input buffers connected to theutut function _ _ _
ports inAOP. If all the output ports iMOP are reserved *  OE-PWR: A router implementing Odd-Even (Chiu,
or none of them is reserved, the output providedhey 2000) routing function and the proposed power-
SelectionMinPower block is used to select the cupout aware selection function
Router Prilit Wormhole
IQ reservation table
lin
n_in .
= = whrt |
W_in ¢ out e_in - .
> Gt s_in . Arbiter
o Router e [T e w_in dst_w| Routing | AOP_w _| Selection | OVt dir w
St function , function .
nbo) hfiit W ‘
¢ bo al F 1 out
w_bo > n_out
s_bo : e out
XBar =
5 out
wout
(b)
Selection function SelectionMinPower
bo . Ta -
" |SelectionMinBuffer
L
AOP out_dir T, mnd I Seleet || |
htflit 1 - out
Lflit [
i » SelectionMinPower AOQP ptfit?
- Sel T .
ptflit| [PRFlits| ptflit? -
whrt "l selection — T

() ()

Fig. 7. Block diagram of the router architecturepTevel interface (a) Internal structure for thesti@put port (b) Internal
structure of the selection function module (c) B#drstructure of module implementing the Selectiarower
function (d)
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Fig. 8. Area and power breakdown (values normalized. XY)

% Area increase M % Power increase

2.5%
2.0%
1.5%
1.0%
0.5% .
0.0%

SCS32 SCS16 SCS8 SCS4
Fig. 9. Percentage impact on silicon area and poligsipation of the network interface due to thea@acoding/decoding logic

All the above routers are clocked at 800 MHz and the routing path. The basic idea is encoding the
have input FIFO buffers of 4 flits with 32-bit flit transmitted flits at the Network Interface (NI) e

Figure 8 shows the area and power breakdown for thesource node and deconding the incoming flits at\thef
three router implementations. The data are norewliz the destination node. As the header flit is nobeed (i.e.,
with respect to XY. As can be observed, the FIF@ebsi  only the data flits of the packet are encoded)rtheers’
accounts for a significant fraction of the area aoaver logic remains unchanged. Adding data encoding fedtu
dissipation. The contribute of the selection functof the  the proposed scheme results in an overhead oflthe N
OE-PWR router on both silicon area and power Assuming a 32-bit flit size, the considered data
dissipation is about 3%. Overall, OE-PWR routes &snd encoding technique (Palesit al., 2011) can be
1% larger and more power hungry than XY and OE-BL applied to the entire flit (SCS32), separately he t
respectively. However, as it will be shown in thexin  two 16-bit partitions of the flit (SCS16), to theur 8-
section, this overhead is more than balanced bpahesr bit partitions of the flit (SCS8) and to the eighbit
and energy saving on the network links. partitions of the flit (SCS4).

Assuming a wormhole switching technique, the  Figure 9 shows the percentage impact on silicoa are
proposed scheme can be further improved if the flitlda  and power dissipation of the NI due to the data
are encoded in such a way that they determine theencoding/decoding logic. The baseline NI has mimmu
minimum switching activity and minimum coupled buffering and supports OCP 2 and AHB protocols. As
switching activity when the packet traverses tiédiof can be observed area and power overhead rage ffom 2
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to 4.8% and from 1.1 to 3.2%, respectively. Howewasr

it will be shown in the experiments section, thevpp
overhead is counterbalanced by the energy saviag th
can be obtained using this scheme.

Experiments

In this section we assess the proposed selectimtida
on both synthetic and real traffic scenarios. Tiyeis is
carried out using a cycle accurate NoC simulatsetdan
Noxim (Fazzincet al., 2005). The power estimation models
implemented in Noxim have been updated with thegoow
figures of the selection functions discussed inprevious
section. We indicate with OE-PWR-DE&he case in which
OE-PWR is used in conjunction with S@®lata encoding
technique proposed in (Palesial., 2011). The suffixn
belongs to the set {4,8,16,32} and refers to thelmer of
bits in which the link is partitioned as discussid
subsection IV-B. When OE-PWR-Ditis considered, the
power contribute of the network interface, augnenwith
the SCSn data encoding/decoding logic, is taken into
account to compute the overall power/energy figures

The experiments are carried out on &8 &esh-based
NoC. We consider input FIFO buffers of 4 flits and
packets of 8 flits injected at different Packetebtjon
Rates (PIR). Energy figures are computed runnirg th
simulation until 1 MB of traffic iglrained by the network.
A number of simulations is repeated for egth value
and energy values are averaged until the 95% camdiel
intervals are mostly within 2% of the means.

Performance Analysis

We start comparing the different selection function
using the average delay as performance metricrd=it0
shows the average delay undsiform and transpose
traffic. As can be observed, OE-PWR performs a$ agel
OE-BL although the buffer level selection is used &
fraction of the time (Fig. 4). As expected, as dateoding
is used, performance degradation is observed.rticyar,
the impact on average delay is more evident asuhwber
of partitions increases. In fact, as the humbepasfitions
increases, the number of invertion bits to be tréttesd
increases as well. This causes an increase ohjibetad
traffic with a consequence negative impact on perémce.
On the other hand, as already observed in Fig.Hglzer
number of partitions results in less power and aveshead
in the network interface.

Due to space limitation, we do not report the
detailed results for the other traffic scenariose lhit
the analysis for the other traffic scenarios byoréipg

the results for two performance indices, namely,

saturationpir and average delay. Precisely, Fig. 11

and decrease in average delay assuming XY asrmst$
can be noticed, the saturatipin increases by 27 and 20%
on average and the average delay decreases byl 4D%n
on average with OE-BL and OE-PWR respectively. With
OE-PWR-DE n there is not significant performance
degradation as compared to OEPWR.

Power Analysis

It has been shown how OE-PWR performs as well as
OEBL under different traffic conditions. Howevehet
main goal of OE-PWR and its extension OE-PWRIDE
is reducing power dissipation and energy consumptio
Figure 12 shows the average energy per flit foiedsit
packet injection rates and undariform and transpose
traffic. The average energy per flit is computed by
dividing the total energy consumption to drain 1 MB
traffic by the total number of received flits. Aarcbe
observed, the energy saving obtained with OE-PWR is
less than 3% as compared to OE-BL. This small power
improvement is due to the fact that the amountaviigr
saved by OE-PWR as respect to OE-BL is just that
related to the transmition of the header flit. &ctf the
selection of the output port which minimises thevpo
dissipation is based on the header flit and nottten
remaining flits of the packet. Thus, as the padiee
increases, the power saving of OE-PWR decreases as
will be shown later. Important power savings can be
observed when the proposed selection policy is ledup
with data enconding. As can be observed in Fig Q-
PWRDE is about 17% more energy efficient than XY
and OE-BL underuniform traffic. Under transpose
traffic, OE-PWR-DE is about 20 and 18% more energy
efficient than XY and OE-BL respectively. Overalhe
power overhead due to the encoding and decodirig log
in the network interfaces is completely absorbedHhsy
power saved in the links of the network.

Figure 13 summarizes the energy saving that can be
obtained using the proposed approach. Values are
normalized by the energy consumption when XY is
used. Energy values are captured fgiravalue where
none of the networks are saturated. On average, as
compared to XY, OE-PWR-Beallows to save from 19
to 22% of energy respectively.

The packet size impacts the power figures of the
different algorithms discussed so far. Figure 1dvgh
the impact of packet size on power saving assumivig
as baseline and undemiform traffic.

As packet size increases, the power saving of OE-
PWR decreases since the attempt for power reduigion
made just for the header flit. On the other handenv
OEPWR-BEn is used, the power saving increases as

shows a summary of the improvements in terms of thepacket size increases. This is due to the factthiealinks

increase in saturatiopir (A network is said to start
saturating when increase in applied load does esilt
in linear increase in throughput (Paneeal., 2005))
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we are assuming wormhole as switching technique, th not encoded and the frequency of this event isrgalhg
above assumption is satisfied and link power dimp proportional to the packet size. However, in thase; an
is minimized. The only loss in power saving is wreen attempt for power reduction is made by selecting th
link is traversed by the header flit of the pacstit is output port which minimizes the power consumption.
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Case Study

In this subsection we analyse the different alponi
on a real traffic scenario. In fact, the trafficastracted
from a real application running on a complex
heterogeneous system shown in Fig. 15.

The system is composed by a generic MultiMedia
System which includes a H.263 video encoder, a 3H.26

video decoder, a MP3 audio encoder and a MP3 audio

decoder (Hu and Marculescu, 2005). A MIMO-OFDM
receiver in which some of the IPs have been péraitkto
multiple IPs (Yoonet al., 2006). A Picture-In-Picture
application (PIP) and a Multi-Window Display applion
(MWD) (Jaspers and De With, 1999; Van Der Tol and
Jaspers, 2002). The set of applications have begped
into an 8x8 mesh topology using the mapping tealiq
proposed in (Torneret al., 2009). The analysis has been
performed considering 32-bit links and routers waglat a
clock frequency of 800 MHz.

the communication flows involved in MMS-Enc and
MMS-Dec use a packet size tuned on the basis of a
macroblock. Packet injection rate has been computed
for each communication flow on the basis of the
bandwidth requirements for each application as
reported in (Hu and Marculescu, 2005; Yoenal.,
2006; Jaspers and De With, 1999; Van Der Tol and
Jaspers, 2002).

Table 1 reports the percentage reduction of total
energy consumption, energy per flit and averagegpow
dissipation of OE-PWR and OE-PWR-Bs respect to
XY. The average power dissipation is computed dngd

the total energy by the completion time. As can be
observed, OE-PWR-Deprovides important power and
energy savings as compared to the baseline
implementation based on XY routing algorithm. In
particular, the configuration which uses the enagdi
technique with links partitioned in 8-bit sublinks

In this case study, both packet size and packetprovides the best results in terms of both power

injection rate vary with communication flow. Fostance,

dissipation and energy consumption.
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Fig.15. Heterogeneous system composed by a mulignset-system, a MIMO-OFDM receiver, a PIP and a Module

Table 1. Power and energy saving over XY

OE-PWR-DEn
OE-PWR n = 32 (%) n =16 (%) n =8 (%) n =4 (%)
Total energy 3 27 29 31 28
Energy per flit 5 33 35 36 32
Average power 3 30 34 37 30
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Cano, J., J. Flich, J. Duato, M. Coppola and R atelt,
2011. Efficient routing implementation in complex
systems-on-chip. Proceedings of the 5th IEEE/ACM
International Symposium on Networks on Chip, May

Conclusion

The selection function has a strong impact on
performance and power figures of a routing alganith
(Duato et al., 2002; Feng and Shin, 1997). Previous 1-4, IEEE Xplore Press, Pittsburgh, PA, pp: 1-8.
work in the context of the definition of new seliect DOI" 10.1145/1999946.1999948
schemes are mainly focused on performanceCanonL L., A.B. Kahng, S. Muddu, A. Pinto and K.
optimization. However, power dissipation and energy Samadi et al., 2008. Interconnect modeling for
consumption represent important design objectiges t improved  system-level  design  optimization.
be optimized that cannot be neglected. In this ystud Proceedings of the Asia and South Pacific Design
we have proposed a new selection function whiastri Automation Conference. Jan. 21-24. Seoul. South
to conjugate both the aspects of improving Korea, pp: 258-264. ’ ' '
performance and reducing energy consumption. TheChao CH K.Y. Jheng, H.Y. Wang, J.C. Wu and A.Y.
basic idea is selecting the routing path which Wu. 2010, Trafficcand thermal-aware run-time
minimizes the power dissipated by the network links ther,mal management scheme for 3D NoC systems.
The proposed selection function is general andhman Proceeding of the 4th ACM/IEEE International

coupled with any multipath routing function. The Symposium on Networks-on-Chip, May 3-6, IEEE
analysis has been carried out on both synthetic and Xplore Press, Grenoble, pp: 223-230 '

real traffic scenarios. It has been observed thsihg DOI: 10.1109/NOCS.2010.32

the proposed selection function, up to 31 and 37% o Chiu, G.M., 2000. The odd-even turn model for aidapt

energy consumption and power dissipation can be routing. IEEE Trans. Parall. Distrib. Syst., 1197238.
saved, respectively. Hardware overhead to suppert t DOI: 10.1109/71.877831 '

proposed selection function has begn also stgdted. Duato, J. S. Yalamanchili and L. Ni. 2002.

has been shown that, a router implementing the Interconnection  Networks: An  Engineering
: S 0 :

proposed selection function is 3 apd 1% Iar_ger and Approach. 1st Edn., Morgan Kaufmann, San

more power hungry than a router implementing XY ¢ oh oo, CA | ISBN-10: 1558608524, pp: 600.

and OE-BL respectively. However, as shown in the g, i "a g 1" AlHashimi, P. Rosinger, S.G. Miredi

experiments section, the power saving on links and L. Benini, 2010. Performability/energy tradeoff
counterbalances these overheads. : :

in error-control schemes for on-chip networks. IEEE

Trans. Comput. Aided Design Integrated Circu.

Syst., 18: 1-14. DOI: 10.1109/TVLSI.2008.2000994

Fazzino, F., M. Palesi and D. Patti, 2005. NoxirheT
network-on-chip simulator.
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