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Introduction structures (Peiet al., 2006). Generally, schema
matching is hard because there is often no
A huge amount of heterogeneous data sources havgocumentation present with columns that tell us the

expanded and become reachable through the welemantics of the columns, that is, column names and
interfaces or the so-called deep web which referthe values may be opaque (Jaisveahl., 2013).

web online accessible databases that dynamically Holistic schema matching is the process of

generated in queries of the users (Chengl., 2004).  carrying off a group of schemas as an input ana the
Such interfaces are very crucial for the e-busisessch  outputs the correspondences semantics at the same
engine that provides a unified access to multiiless  time (Suet al., 2006). Regarding to its efficiency and
which allow the end-user to search and compare gmon effectiveness, holistic schema matching has become
products easily (He and Chang, 2004). Thus, it ismore challenging and auspicious in terms of solving
necessary to accommodate heterogeneous semantipe problem of large scale matching so that, many
between the interfaces queries, this process callehpproaches have been proposed according to holistic
schema matching which aims to find the attribute schema matching such as (Chuang and Chang, 2008;
correspondences among the schemas in order toderovi Yuchen et al., 2009). Furthermore, holistic schema

a unified interface for the user (Che al., 2012).  matching has facilitated to attract the attentiarfs
Schema matching has become more essential andeveral techniques and approaches in terms ofraplvi
challenging for many applications such as datalearses, large scale schema matching such as clustering
e-commerce and semantic web (Rahm, 2011). Althaugh technique. Basically, dealing with large scale data
has brought many researchers attentions, schemanay affect the effectiveness of matching results ttu
matching is still an active problem regarding t@ th the large portions of elements and that may reder t
variant representation of the data and schemadifferent meanings. As well as, the efficiency may
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also effected when matching large scale according t Furthermore, Peiet al. (2006) proposed a novel
the time and space that would be consumed duriag th clustering-based approach using k-means algorithm.
matching task (Rahm, 2011). The clustering approach has been done in threes,step
Hence, search space reduction has brought thdi) clustering schemas, (ii) clustering attributeishin
attentions of researchers in order to partitiondh# into ~ the same schema, (iii) clustering attributes ired#nt
smaller sectors that be easily match with an ateura schema. While, Alofairi (2012) proposed an integdat
results. Consequently, clustering has contributesbtve ~ clustering algorithm of k-means and agglomerative
such issue using its features of dividing the data hierarchical clustering for holistic schema matchin
similar groups. Currently, several clustering-based It exploited name, label and data type with a domai
approaches have been done in terms of solvingtiwlis specific dictionary. However, the clustering teajugs
schema matching using various clustering techniqueghat have been used in the existing approaches have
such as k-means and hierarchical. K-means is a fastome limitations for instance; k-means requireormpri
clustering technique, but it requires the userpecify  SPecification of the clusters number and has rargom
the numbers of k clusters which is not easy taraita  initial solutions. Therefore, there is still a Vilemand
the case of holistic schema matching (Wirth, 2010).  for énhancing the clustering techniques in termshef
contrast, hierarchical produces effective resulist search space reduction for holistic schema matching
restricted due to its time complexity (Alofairi, 22). .
Additionally, some approaches have been integtastd ~ Materials and Methods
gl;dlérr‘rt\ga; est gggerh'rigﬁg_'C.ilo\,(\:,le,\u\,s;ﬁr'tnhgertee?g? g‘?burﬁs ! The proposed method consists of three phases. The

for improvement in terms of accuracy toward searchf'rSt phage 1S preprogesglng .Wh'Ch co.ntalns
space reduction in holistic schema matching. Therfo transformation and normalization.This phase aims to
this study proposed an integrated method of cdfoela turn the data into an internal representation and
clustering and agglomerative hierarchical clustgrior eliminating the noisy data. Whereas, the secondeisa
holistic schema matching. Basically, correlation clustering which contains the integrated corretatio
clustering does not require a user specificatiod @n  clustering and agglomerative hierarchical clustgrin
avoids the random initial solutions (Wirth, 2010he  Eventually, the third phase which is the evaluation

schema’s elements such as columns names and labels

and schema’s constraints such as the data typaeof t Dataset
attributes. Moreover, several preprocessing steps h .
been performed including transformation, normaiorat Th_|s research_ used three dat:atsets_ each of them
and exploited domain dictionary. The experimentgeha CoNtains 20 web interfaces schema’s which areatede
Auto and Book datasets from the ICQ Query Interface Airfare, Auto and Book datasets that brought from the
data sets in the UIUC Web Integration Repository. ICQ Query Interface data sets in the UIUC Web
Eventually, a prototype has been developed basd¢ldeon Integration Repository (Chargjal., 2003). Every single
proposed method in order to match holistic schemas.  schema has been described as a text file thatdieslthe
Related Work strings of the attribute’s names and labels fohdaid.

He and Chang (2004) presented an integrator toolPr€Processing
that match the attribute between query interfacgs b 1hig phase contains the required procedures that ai

exploited names, label and data type. The authors{o turn the data into a format that can be prockske

utilized the matching results in order to build latml _ . o .
interface. The matching has been performed using'nC|UdeS transformation and normalization which ban

cluster-based method which aims to group the attieip illustrated as follows.

with the same domain into clusters based on theirransformation

names, then using the semantic (synonyms) such

clusters will be merged. The resulted clusters is Interms of pre-processing and clustering, thestasa
considered representative attribute for the globalhave to be represented into an appropriate andednif
interface. Wuet al. (2004) proposed an interactive gcheme (internal representation) in order to begss-

cl_usterln.g-based .approach using - agglomgratlveable and executable. Each dataset representedainiea
hierarchical clustering to match query interfackss . . .
H/vnh the following attributes:

very effective approach that can reduce the searc
space and treats simple and complex mappings.

Moreover, the approach performs the matching based (Schema_Number,

on the similarity of name, label and domain. Field_Number, Name, Label and do-main)
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Fig. 1. Framework of the proposed method

Normalization maximizing the disagreements (dissimilarities) besw
. . _ the clusters (inter-cluster{Wirth, 2010). In order to
In order to gain more sophisticated matching the 5chieve this objective, Levenshtein Distance hasenb

data have to be normalized. Normalization contains neasyred between each field (point) and its neighbo
several ~steps which are; (i) Special characters | eyenshtein Distance LD is the number of
e_!!mlnauon €g., &%$.#)' (if) Digits eliminationOf9). procedures have to be performed in order to coraert
&'gm%?nzﬁll)'%?ge_vsvglr'g'snglig?_'%étglﬁlt?grl\lagé;mg%r word to another, those procesdures include ingemntat
(v) Abbreviationr)s expansion us-ing a d.(?r.ﬁair% dicmigh deletion and replacement (Chowdhutyal., 2013). LD
. N : is usually used to determine the variations amoogis:
for abbreviations (e.g., des des-tination). (vi) Assumeyx and y are two words, the levenshtein ﬂma
Synonyms retrieval using a domain diction-ary for between them will be calc Iated’as tollow Equation
synonyms (e.g., class cabin). W wi u W Equ

Clustering max(i,j) if min(i,j)=0

The proposed integrated clustering consists of . ) lev, ,(i—-1,j)+1
correlation clusterin i i i 1ev, ()= min Y
g and agglomerative heirarahci Xy lev, ,@i,j —1)+1
clustering. It aims to assign a point from eachesth RO
! . > . . lev, (i =1, j = D+ Lo
using correlation clustering. As mention earlieacle Y !
schema has several fields thus, in our method psint
reffered to a field. The key characteristic of etation where, L) is an indicator function equal 0 when=
clustering lies on maximizing the agreements y; and 1 otherwise. This means that the greater waflue
(similarities) within a cluster (intra-cluster) and LD between two words, the greater dissimilarity ago

1)
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them. As well as, the lower value of LD between two
words, the greater similarity among them.

End If;
Until all fields are merged;

Hence, the proposed integrated clustering measures

the LD values of each field (point) and its neighliben

it select the group with maximum value of LD and
assign them as initial solutions (centroids). Then
agglomerative hierarchical clustering has been ueed
compute the cosine similairty between each field an
each centroid. In cosine similarity the two valubat
wanted to be measure are represented as vecttiat $be
correlation of those vectors is the Cosine angkevésen
them (Li and Han, 2013). Giving two valugs andt, , the
cosine similarity between them is Equation 2:

@)

where, t, andt, are m-dimensional vectors over the term
setT = {t1,....tm}. The results of cosine will be non-
negative and ranged in [0,1].

Using a specific threshold the hierarchical clustgr
merges all fileds with the appropriate centroidisTstep
is very sensitive due to its influence that asgediavith
the results of matching. Therefore, threshold isyve
chal-lenging issue that facing off the researcherthe
field of schema matching. However, our proposed
method per-forms several values of threshold imseof

Results

Basically, three clustering methods have been
integrated with hierarchical clustering in terms of
portioning which are Correlation clustering, K-msand
K- medoids for the three dataséisfae, Auto and Book.

The evaluation has been performed using the common
information retrieval metrics which are Precision,
Recall and F-measure. Eventually, several values of
threshold have been adjusted in terms of seekirg th
optimal. Table 1 shows the results of integrated K-
medoids and agglomerative hierarchical clustering.

As shown in Table 1, the results of the integrdted
medoids and agglomerative hierarchical clusteriageh
been described with several values of threshold.
obvious that 0.4 of threshold has achieved the dsgh
values of F-measure which are 0.84, 0.84 and M85 f
Airfare, Auto and Book respectively.

On the same manner, Table 2 shows the results of
the integrated K-means and agglomerative
hierarchical clustering.

As shown in Table 2, the results of the integrdted
means and agglomerative hierarchical clusteringe hav
been described with several values of threshold. It
obvious that 0.4 of threshold has achieved the dsgh
values of F-measure which are 0.87, 0.88 and (86 f

It

seeking best matching results. The algorithm of theAirfare, Auto and Book respectively.

proposed method is stated below:

Generate_Centroids ();
Repeat
For each schema
Assign a random fiel§
Computelev of f and its neighbors;
Store schema Nao.and its result in
list D(n,r);
End For;
Until schema number is reached;
For each element i
Find the maximunn;
Store alff of n that associated with
Maxr in an arrayC;
Assign elements df as initial
centroids;
End For;
Merging ();
Repeat
For each fields of schemas
Compute cosineC(, fi)
If (the result greater than or equal
the threshold’c)
Mergefi into Ci;
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On other hand, Table 3, shows the results of the
integrated correlation clustering and agglomerative
hierarchical clustering.

As shown in Table 3, the results of the integrated
correlation clustering and agglomerative hierarghic
clustering have been described with several vabfes
threshold. It obvious that 0.4 of threshold hasiedd
the highest values of F-measure which are 0.93, &@
0.90 forAirfare, Auto and Book respectively.

Eventually, Table 4 shows the F-measure results of
the three clustering method for the three dataséts
0.4 of threshold.

Discussion

As shown in Table 4, correlation clustering has
outperformed both of K-medoids and K-means. The
outperforming was slightly in both dfirfare and Book
datasets and remarkable Auto dataset. As expected
from other studies such asvelmurugan and
Santhanam (2010); Wirth, 2010), unlike k-means and
k-medoids, correlation clustering does not require
predefined number of clusters and avoid the random
initial solution which has a significant impact ¢me
matching results.
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Table 1. Results of Integrated K-medoids and agglastiee hierarchical clustering

Threshold Dataset Precision Recall F-measure
0.2 Airfare 0.67 0.64 0.65
Auto 0.68 0.75 0.71
Book 0.73 0.64 0.68
0.25 Airfare 0.73 0.72 0.72
Auto 0.67 0.69 0.67
Book 0.58 0.60 0.58
Airfare 0.65 0.69 0.66
0.3 Auto 0.72 0.67 0.69
Book 0.74 0.72 0.72
0.35 Airfare 0.79 0.77 0.77
Auto 0.81 0.83 0.81
Book 0.82 0.78 0.79
0.4 Airfare 0.84 0.86 0.84
Auto 0.82 0.88 0.84
Book 0.87 0.84 0.85

Table 2. Results of integrated K-means and agglomiediierarchical clustering

Threshold Dataset Precision Recall F-measure
0.2 Airfare 0.59 0.55 0.56
Auto 0.60 0.58 0.58
Book 0.57 0.59 0.57
0.25 Airfare 0.60 0.59 0.59
Auto 0.62 0.61 0.61
Book 0.61 0.58 0.59
0.3 Airfare 0.67 0.70 0.68
Auto 0.72 0.73 0.72
Book 0.75 0.72 0.73
0.35 Airfare 0.78 0.76 0.76
Auto 0.82 0.79 0.80
Book 0.80 0.79 0.79
0.4 Airfare 0.87 0.89 0.87
Auto 0.90 0.87 0.88
Book 0.85 0.88 0.86

Table 3. Results of integrated correlation clusteeind agglomerative hierarchical clustering

Threshold Dataset Precision Recall F-measure
0.2 Airfare 0.89 0.59 0.71
Auto 0.82 0.78 0.79
Book 0.91 0.49 0.63
0.25 Airfare 0.86 0.68 0.76
Auto 0.85 0.80 0.82
Book 0.88 0.53 0.66
0.3 Airfare 0.84 0.72 0.78
Auto 0.89 0.83 0.85
Book 0.88 0.52 0.65
0.35 Airfare 0.84 0.75 0.79
Auto 0.90 0.86 0.87
Book 0.87 0.85 0.86
0.4 Airfare 0.87 0.94 0.90
Auto 0.96 0.93 0.93
Book 0.90 0.90 0.90

Table 4. F-measure results for the three clustariathods

Method Airfare Auto Book

K-medoids 0.84 0.84 0.85
K-means 0.87 0.88 0.86
Correlation clustering 0.90 0.93 0.90
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Conclusion

This research addresses the problem of schema

matching by proposing an integrated clustering oekth
consisting of correlation clustering and agglonieeat
hierarchical clustering toward improving the effeebess
of research space reduction for holistic schemahag.
The experiments have been carried out on web auesf
which areAirfare, Auto and Book datasets. The proposed
method consumed the characteristics of both ofrsalse

elements such as columns names and labels and &shem

constraints such as the data type of the attributes
addition, the cardinality of matching on this reshais

based on 1:1 matching due to the restriction of the

available information that related to the datasdtse

Chuang, S.L. and K.C.C. Chang, 2008. Integrating we

query results: Holistic schema matching.
Proceedings of the 17th ACM Conference on
Information and Knowledge Management, Oct.
26-30,Napa Valley, CA, USA, pp: 33-42.

DOI: 10.1145/1458082.1458090

He, B. and K.C.C. Chang, 2004. A holistic paradifgm

large scale schema matching. SIGMOD Rec., 33:
20-25. DOI: 10.1145/1041410.1041414

Jaiswal, A., D.J. Miller and P. Mitra, 2013. Schema

matching and embedded value mapping for
databases with opaque column names and mixed
continuous and discrete-valued data fields. ACM
Trans. Database Syst.

DOI: 10.1145/2445583.2445585

proposed method have been evaluated by applyingj B. and L. Han, 2013. Distance weighted cosine

different clustering method and performing a coriguar.

similarity measure for text classification. Prodegd

Correlation clustering has outperformed the other

: of the 14th International Conference Intelligenttda
clustering methods.

Engineering and Automated Learnin@ct. 20-23,
Springer, Hefei, China, pp: 611-618.
DOI: 10.1007/978-3-642-41278-3_74

Pei, J., J. Hong and D. Bell, 2006. A Novel Clustgr
Based Approach to Schema Matching. In: Advances
in Information Systems, Springer Berlin Heidelberg,
ISBN-10: 978-3-540-46292-7, pp: 60-69.

Rahm, E., 2011. Towards Large-Scale Schema and
Ontology Matching. In: Schema Matching and
Mapping. Bellahsene, Z., A. Bonifati and E. Rahm
(Eds.), Springer Berlin Heidelberg,

ISBN-10: 978-3-642-16517-7, pp: 3-27.

Su, W., J. Wang and F. Lochovsky, 2006. Holistic
Schema Matching for Web Query Interfaces. In:
Advances in Database  Technology-EDBT,
loannidis, Y., M. Scholl, J. Schmidt, F. Mattheglan
M. Hatzopoulos et al. (Eds.), Springer Berlin
Heidelberg, ISBN-10978-3-540-32960-2, pp: 77-94.

Velmurugan, T. and T. Santhanam, 2010. Computdtiona
complexity between K-means and K-medoids
clustering algorithms for normal and uniform

Chang, K.C.C., B. He, C. Li and Z. Zhang, 2003. The distributions of data points. J. Comput. Sci., 6:
UIUC web integration repository. Computer 363-368.DOI: 10.3844/jcssp.2010.363.368
Science Department, University of lllinois at wirth, A., 2010. Correlation Clustering. In:
Urbana-Champaign. Encyclopedia of Machine Learning, Sammut, C. and

Chang, K.C.C., B. He, C. Li, M. Patel and Z. Zhang, G. Webb (Eds.), Springer US, pp: 227-231.

2004. Structured databases on the Web:Wu, W., C. Yu, A. Doan and W. Meng, 2004. An

Observations and implications. SIGMOD Rec., 33: interactive clustering- i ;
) g-based approach to integgatin
61-70. DOI: 10.1145/1031570.1031584 source query interfaces on the deep Web.

Chen, W., H. Guo, F. Zhang, X. Pu and X. Liu, 2012. Proceedings of the International Conference on

Mining schema matching between heterogeneous

databases. Proceedings of the 2nd International Ma}nagement of'Data, Jun. 13-18, ACM New York,

Conference on  Consumer Electronics, pp: 95-106. DOI: 10.1145/1007568.1007582

Communications and Networks, Aj21-23, [EEE  Yuchen, F., L. Quan, X. Yunlong, Z. Chao and Z.
Wenyunet al., 2009. Correlated-clustering frame:

Xplore Pressyichang, pp: 1128-1131. 2 )
DOI: 10.1109/CECNet.2012.6201642 A Holistic method of deep web schema matching
based on data mining. Proceedings of W&l

Chowdhury, S.D., U. Bhattacharya and S.K. Parui,320 C
Levenshtein distance metric based holistic hantbrit World Congress on Computer Science and
word recognition. Proceedings of the 4th Intermetio Information EngineeringMar-Apr. 31-2, |IEEE
Workshop on Multilingual Aug. 24-24,Washington, Xplore Presslos Angeles, CA, pp: 528-533.

DC, USA. DOI: 10.1145/2505377.2505378 DOI: 10.1109/CSIE.2009.886

Funding Information

The authors have no support or funding to report.

Author’s Contributions

All authors equally contributed in this work.

Ethics

This article is original and contains unpublished
material. The corresponding author confirms thaoél
the other authors have read and approved the m@ptusc
and no ethical issues involved.

References

Alofairi, A.A., 2012. An integrated clustering methfor
holistic schemamatching. Faculty of Information
Science and Technology.

489



