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ABSTRACT

Email has been one of the most commonly used tmotédmmunication in the recent years and email
management has evolved as a major challenge dpest@iling situation of online email congestion.

This study presents a novel algorithm for automatimail response methodology in an Email
Management System to minimize email overload. Theppsed model uses Bayes classifier to
categorize emails into classes and generate saitadplies to these classes using information
extraction and template filling. Our research atmsntelligently automate email response using Maiv

Bayesian classification and formulate probabilisdictionaries for accurate information extraction.

This research will help in reducing email overlcal unavoidable congestion by employing a novel
email response architecture for an email managesystiems.

Keywords. Email Messages, Naive Bayes, Email Classificatiofgrmation Extraction, Email Template,
Email Reply, Unsupervised Learning, Email Managen$stem

1. INTRODUCTION algorithm will provide concise, highly structuredda
prioritized emails. It will also help develop arimawork
Email is one of the most reliable means of online for email reply system capable of generating auta@ma
correspondence and has become an essentiaeplies to incoming emails. This will save theoeffand
communication tool for most organizations and time wasted when browsing through each email one by
individuals. With the increase in email usage, one, in turn, assisting the user with email managyern
prioritization and organization of emails becomes a an efficient manner. The algorithm model is based o
overwhelming challenge. An average user spends &Naive Bayer model for email classification and Mark
considerable amount of time in reading, understamndi probabilistic methods for information extraction to
and responding to emails. Furthermore, most of thefacilitate template filing. Naive Bayes is a popula
emails follows a fixed structure in terms of contand method, a frequently used machine learning model fo
require simple replies e.g., recent study showednaail several years. Its simplicity allow it to be useakiby
reply system for a company’s Frequently Asked manner in many applications and good classification
Questions (FAQ) queries. In FAQ, most of the questi  results are obtained using this learning approaspite
are repeated by multiple users and using propeits dependence on an unrealistic independence
classification, correct replies can be generategnwer  assumptions. For this reason, much research has bee
the user queries (Kosseighal., 2001). To assist users in published on Naive Bayes classification approadhes
automated email replies, with correct classifioatand real world applications (McCallum and Nigam, 2003;
timely prioritization, we present a novel algorithior Rish, 2001; Rishet al., 2001; Swezeyt al., 2012;
generating automated priority reply to emails after Hossainet al., 2013). For information extraction and
appropriate classification. This algorithm will feathe subsequent template matching, string niagch
provision for accurate email reply prediction enyihg (Al-mazroi and Rashid, 2011) and probabilistic noekh
unsupervised learning subroutines. The proposedKhatatneh et al., 2006) are employed. Markov

///// Science Publications 689 JCS



Abdulkareem Al-Alwani / Journal of Computer Scierdde(4): 689-696, 2014

probability model is used to train the email system  reach a point of overload and information congestio
previously observed patterns to facilitate appmtpri They proposed semantic web based approach for
template selection for email reply. Overall, this this managing email congestion, but the technique reduir
research we have proposed a novel algorithm tditéei manual annotations for initial classification. Inagher
email management systems by generating automatedesearch (Beseisoet al., 2012), ontology based
intelligent replies to selected class of emails. architecture was employed to handle unstructured
Next section discusses literature pertaining toavea  emails in a symantic database. This research work
of research. A detailed description of the proposedpresented ontology learning and extraction process
algorithm is presented in section 3 followed byatosion effectiveness in keeping right track of important

with closing remarks on future course of work. information in an event of email overload.
As emalil is basically a collection of electronictte
2. RELATED WORK based words, machine learning methods can be used w

. ) ~superior performance for classification of eleciton

Email is one of the most reliable methods for aalin  gocuments. Yang and Kwok (2012) showed that machine
communication and correspondence. While reviewing|earning techniques can be used to intelligenthssify
important literature, main focus was kept on reslear emajls in multiple categories. A detailed study was
work related to email interaction methodologiesnglo published in 2009, which discussed application of
with the core techniques that can be used for ficieeft  gartificial intelligence techniques in intelligentmail
email response system. Regarding user’s familiavith ~ architecture. In  this study authors identified
emails, there are five main activities encompasss®’s  improvements to user-email interface and used
interaction with an email system. These activitare machine learning routines to support these changes
Flow, Triage, Task management, Archive and Retrievergg|-time targeting issues like reply prediction,
(Cadiz et al., 2001) and are vital to understanding attachment prediction and summary keyword
workflow of an email process. User interaction with generation (Dredze and Wallach, 2009). In a review
email system act as a basis for classificatiomutemated study on natural language processing techniques by
response must follow a similar interaction routinethe Jacksonet al. (2012) authors researched whether
algorithm to generate a human like reply. Mackay natural language processing techniques can be tosed
(1988) showed that users handle email in a mukitofl  f,jly automate the extraction of knowledge from éma
ways. He also emphasized that email users can berhis study reports four generations of buildingteys to
classified in two main categories based on theirshare knowledge and discusses efficacy of knowledge
interaction with emails, which are: extractions for these four generations (Jacksbral.,
2012). Machine Learning techniques, Data Mining and
Natural Language Processing (NLP) work in combamati
to automatically identify patterns from the eleaim

Prioritizers tend to keep the email inflow and @wf documents to help classify them in intended categor
in check, keeping tight control of their email dsae, (ALmomani et al., 2012). Naive bayes classifier was
whereas archivers save the information for later ts  found to be most effective in real world complegrsarios
prevent missing important emails. Initial categatian due to simple initial conditions required by the dab
of user classes helps in analyzing the email intEnas (Baharudinet al., 2010). Naive Bayes classifiers can be
unique to both classes. trained in an efficient manner. There performanse i

A user cannot handle typical email overload and characterized by the nature of the applied proiabil
congestion as any inaccurate classification by es@r  model. A small training dataset is sufficient tdireate
lead to loss of important information. Steve andn&r required statistics which are necessary for aceurat
(1996) reported that in addition to normal classification and categorization.
communication, the email system is congested and Information extraction and appropriate template
overloaded f or its applicability in a variety @fsks such  assignment must be robust enough to handle a wide
as professional correspondence, reminders, task andange of textual data using efficient probabilistic
contact management and information backup. Thesissu processes. These two processes are imperative in
of email congestion was investigates in a study bygenerating an accurate email response to a classaif.
Laclavik and Maynard (2009). The study showed &mt In related work, Gwizdka (2001) showed that adgptin
average email user sends and receive emails eagriod human like prospective memory into the algorithm belp

*  Prioritizers
e Archivers
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make better response decisions based on pastodecisi and a body. After that for each part we will use Bag
states. The prospective memory includes any previou of Words representation. That means that wordsaahe
information parameter that can be used to deteranbreiter ~ bag or collection will be sorted irrespective theider.
reply decision. This study underlines the viabiliof We will assume that the order of the words is
probabilistic methods in characterizing an emapomse.  irrelevant. This assumption may seem weak but & ha
In another probabilistic method, Ayode# al. (2011)  given good results in text classification using Wai
used Email Urgency Reply Prediction (EURP) model to Bayes classification (Frank and Bouckaert, 2006)isT
prioritize emails that require urgent responsea Ielated ~ Will be done for both title and bodly.

research, authors analyzed various - text forma_ts anqa.?)' Email Class

generating a customized and linguistically-motidate

answer to emails related to frequently asked questi As mentioned above we will calculate the email
using information extraction and intelligent templa class based on the words in the title and in théybo
filling (Kosseimet al., 2001). text. This is carried out using Naive Bayes model

Our proposed algorithm is formulated with a view to (Frank and Bouckaert, 2006). We denote number of
provide an integrated email classification and tewep ~ words in the title ‘n’ and number of words in thedy
matching methodology to sustain an intelligent émai by ‘m’. Let G be the ' class of the email. Title words
response system. A detailed discussion on algorithmare denoted as ‘TW’ and body words as ‘BW’. For
architecture is presented in the next section. each predefined email class;, Gve will calculate

conditional probability Equation (1):

3. PROPOSED ALGORITHM
_ _ _ . PG |TW . TW ..., TW ,.....BW ,BW ,...BYY (1)
The primary aim the proposed algorithm is to
generate intelligent automatic replies to selecsthils
based on their content. The email types that wet wan We will then classify the email in the class witfet
be able to respond will thus from now be calledisses’  highest probability. Probability in (1) iscalculdtesing
of emails. For each class we will have the ‘temglat following Bayesian formula Equation (2):
which will further be filled in with the informatio
extracted from the email. The algorithm for autdmat  pcrywy Tw,.. TW, BW, BWZ...BWm\ C)PEG:
email reply consists of two parts:

2
P(TW, TW, ... TW, BW, BW, ...BW, ) @

* Email classification

* Information extraction and template filling The words in our model are independent of the class
3.1. Email Classification The upper term is calpulated vv_it_h ease via the prrpd
rule. The lower term is normalizing constant andsit
As previously mentioned this research is aimed tocalculated as the sum of the upper terms.
develop algorithms which will able to automate Since we only need the maximum probability, we
responses to predefined classes of emails e.gtinpee need only calculate the unnormalized probability fo
product support, customer support, product ordée T each class. This is carried out by calculating irequ

first stage of the algorithm is to classify the aning probabilities using following Equation (3):
email into one of such classes. The classificati®n

carried out using Naive Bayes with Laplacian Smogth  —

technique. In order to classify emails we will fiteave PG ‘TW TW, .. TW BW BW, ...BW, ) 3)

to build dictionary from existing emails and traaive n m

Bayes using dic)t/ionary in ordger to formulate prignar =P(@C )u P(TW‘ ¢ ﬂ P(BVJ'V‘ £)

probability parameters. a g
Detailed discussion on the classification approach

used in this algorithm to categorize emails is @nésd in

the following subsections.

We will then assign the class with the highest
unnormalized value. The only thing left to do isléarn
the following parameters of the model:

3.2. Email Structure P(G) for each classC

The email content is structured in the following < P(TW]C) for each word in the title and each class
manner. First, the email will be separated intdtie t « P(BW]|C) for each word in the body and each class
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To elaborate the classification process, we pregent

dictionaries are created, one each for email bady a

example. Suppose we have 3 classes meeting, produtitle. As initially stated, there are M classesenfails.

support, ordering. With each class probabilityssigned

p, where i = (1,2,....,n) representin ¢lass. Assuming

initial probabilities are p= 0.4,p = 0.35 and p= 0.25.
Consider following email:

Title: Meeting schedule

Body:

Hi,

I would like to ask you if you are available formaeting
at 10.00 am tomorrow.

Best Regards

The classification proceeds as follows:

Stepl: Initialze pl, p2 and p3 to initial probaiEs of
the classes according to the training data.
Step2: For each word in title read its value focteaf
the class and multiply it Lets say we have
dictionary for email title, we calculate using
Tablel.
pl =0.4*0.3*0.2 = 0.024
p2 = 0.35*0.001*0.01 = 0.0000035
p3 = 0.25*0.01*0.07 = 0.000175

Step3: Exactly the same procedure but we now use th

dictionary for the email body and multiply the
values for each word in the body.

3.4. Parameter Learning

Parameter learning is carried out using maximum

likelihood technique with Laplacian
(Hansen and Johnson, 2005), keeping k =

Smoothing

1. For

Dictionary D will be a matrix of WM elements,
where W is the total number of words. Following
routine will be followed in building a dictionarysing
an email. Iterate through all the words in the dmai
title/body. For each word ‘w:

e Check if the word is already in the dictionary

« If the word is in dictionary go to step(vi)

e Otherwise create new row in the dictionary
associating it with word w

* Initialize each of the M fields (one for every emai
class) with k = 1 (Laplacian smoothing parameter)

e Go to step(vii)
Find the row which is associated with the word ‘w’
Find the class i of the email from which is word ‘w

* Increment the value of the cell,D

After the dictionaries are formulated, required
probabilities are calculated using these dictioggri
We designate dictionary for the title as ‘DT’ and
dictionary for the body as ‘DB’. Then respective
probabilities are given as Equation (5 and 6):

DT.
‘q )= / w
k:lDTki

PEW |G )=""

P(TW, )

w (6)
k:lDBki

After probabilities are calculated from (5) and,(6)

accurate parameter learning, we will need a la®fe s emails are categorized into classes based on the
of training data. This set could be composed of cgjculated probabilities.

previous emails. We will use this emails to trair o
model for effective parameter learning.

3.5. Learning of P(Ci) Parameters

Suppose, we have a training set with ‘N’ emails thad

we have K emails for each class i. Lets also assume that

we have M classes Since we are using maximumHibedi
with Laplacian smoothing with k = 1 then parameters
calculated in the following way Equation (4):

P )

K+M “)

3.6. Dictionary Learning
An effective approach for learning P(TM¥) and

Suitable replies are then generated using infoonati
extraction and template filling, which is discussedhe
following section.

3.7. Information Extraction and Template Filling

After we have classified the incoming email inte af
the predefined classes we should generate appeopnzil
response. Since we already have predefined clagsean
assume that the responses for the same classooMl |
similar. Therefore each class will have some pigded
template (one or more). Each template will therfilbexl
with the relevant information extracted from theadim

3.8. Template Generation and Selection

The templates will be created manually with blanks

P(BW|C;) parameters is by creating a dictionary. Two left to be filled in with relevant information frorthe
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email. For example template for meeting schedulédco
look something like:

Dear ,

We are confirming that the meeting will take pleate
on

Best Regards.

The blanks will be filled with name of the sender,
event time and date of the meeting.

3.9. Information Extraction

Selection of template is largely dependent upon the
information extracted. We will now explain the extion
of the relevant information from the email. We szgite
the content of an email as two information types:

* Decision variables information
e Template information

Both types are further elaborated in the following

Selection of the template can be categorized in twogpsections.

cases:

* When the email class has one template

« When the email class could have more than one

templates

First case is easy to address since there is amdy o
template to use. In the case when we could have than
one template, template choice can be made using/ays:

+  Static
*  Dynamic

3.10. Decision Variables

Each class with dynamic template selection willdhav
its decision variable e.g., date and time for nmegtGPA
for scholarship. In this case, we will assume thnest
process is Markov and that the probability that dvisr
decision variable depends on the word itself alont
the word before and after it. For each word inehmail
we will calculate the probability that that word
represents the decision variable. After that wd usle
the word with the highest probability. Following

The static category is used when reply depends onlyelation is used to determine that a word & a
on the email received. In this case, the class withdecision variable Equation (7):

multiple templates will be further categorized into
subclasses, one for each template. In that casentlad
will be classified into one of the subclasses fatal by

R, (Wi )R (W R (W, ) (7)

selection of an appropriate template. For dynamicWhere:
template selection, the decision does not depemy on P,(w) = The probability that word w is word before

on the text of the received email but also on thaesof
our system. In this case, relevant information nest

decision variable
Py(w) = The probability that word w is decision vdria

extracted first and an appropriate template will be PAW) = The probability that word w is word after

selected using these parameters. The

decision variables.
extraction will be presented in the subsequenticest

An example for dynamic template selection could be
meeting schedule where the information will be time

required
parameters needed from the email will be called

decision variable

P, and R will be read from the dictionary while for

Detailed discussion information Py, probabilistic template matching will be used.

3.11. Template Information

For each template we should extract information

and date of the meeting. We will then check in our for each blank that template has. Same as in dgcisi

relevant local system state i.e., our calendaa Klot
for requested time and date is available, an apiEp
response (positive or negative one) is selectedsand

variable extraction, we also assume that this is a
Markov process. Assuming, we have ‘K’ blanks in the
template. Information type is associated with every
blank (name, date, product name). For each blank we

as an email reply. Basic steps followed in dynamic ;|| check each word “w from the receiving email

selection process are summarized as follows:

» Extract the decision variable from the email

e Pass the decision variable into the system in cxler
get the response

e Select the appropriate template based on response
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Po,(w) = The probability that word w is word before
desired information

P.(w) = The probability that word w is the desired
information

Pyw) = The probability that word w is word after
desired information

As before B and R will be read from the dictionary
while for R probabilistic template matching will be used.
For example, we want to extract information frora th
first email whose dictionary is given ihable 1. We
want to extract the time of the meeting. We wilccdate
Equation (8) for each word in the email.
Hi,
I would like to ask you if you are available formaeting
at 10.00 am tomorrow.
Best Regards

We start with the word ‘Hi’. The word before the Hi
is the empty word and the word after is I. As wigl see
have two dictionaries hereDand ;. We read the
value of the empty word from goand the value of the
word | form the [ and multiply them. Suppose we have
Dg(**) = 0.002 and I (“I") = 0.001. We then calculate
the edit distance from the word Hi form the time
template. Taking edit distance as 5. We calculatas?
1/(1+5) = 1/6. We now multiply these 3 values we ge

0.002*0.001*1/6 =3.33*10-

We now repeat the process for every word. We tade t
word with highest probability to be the time of theeting.

3.12. Dictionary Building

viii.  Go to step (X)

iX. Retrieve the row of the word

X. Check if the word after w is labeled as
decision variable d

Xi. If yes increment the entry in DB

Xil. Check if the word before w is labeled as
decision variable

xiii.  If yes increment the entry in DA

Xiv. Normalize D, and I so they sum up to

1

XV. For each relevant information, ‘r’
xvi.  Create two empty dictionaries DA and DB
xvii.  For each word w from the training set
emails
xviii. Check if the word is already in

the dictionary

xix.  if not go to step 9

XX. add the word to both dictionaries
and initialize the value to

Xxi.  goto step 10

xxii.  retrieve the row of the word

xxiii. Check if the word after w is
labeled as relevant information

xxiv. If yes increment the entry ingD

xxv. Check if the word before w is
labeled as relevant information

xxvi.  If yes increment the entry inD

xxvii. Normalize Dy and [ so they sum up to 1

After the dictionaries are constructed, they can be
employed to calculate the appropriate probabilifes
information extraction and template filling. Follow is
an example of a small dictionary constructed for
information extraction. Let's say we want to extrdate,
product name, name of the customer.

Based on our classes and templates, we should build Examples of built dictionaries are shown below.

two dictionaries for each decision variable anddach
information type. One dictionary will be for a word
before and one dictionary for the word after. Pallny
routine is followed for building these dictionaries

i. Manually mark decision variables and relevant
information in the emails which represent the
training set

ii. For each decision variable, 'd’
iii. Create two empty dictionaries DA and
DB
iv. For each word w from the training set
emails
V. Check if the word is already in the
dictionary
Vi. If not go to step (ix)
Vii. Add the word to both dictionaries and
initialize the value to
///4 Science Publications 694

Table 2 shows a dictionary used for classification of
emails andTable 3 contains dictionary for information
extraction. Table 3 contains probabilities of the words
succeeded by information of interest and a similar
structure is followed for word after the informatio

Table 1. Dictionary probability table for classification

Meeting Product support Ordering
Meeting 0.3 0.001 0.01
Schedule 0.2 0.010 0.07
Table 2. Dictionary example for classification
Word/class Meeting Support Ordering
At 0.300 0.10 0.20
Available 0.400 0.05 0.10
Order 0.001 0.05 0.50
Help 0.050 0.40 0.01
Hi 0.100 0.20 0.10
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Table 3. Dictionary example for information extraction situations. So, a step by step approach to an emtEmt
Product Name of email answering system is necessary to perfectlemai

Word/information Date name the customer answering technology; i.e., testing viability oéthystem

At 0.400 0.0100 0.001 on predetermined classes of email and eventually

Dear 0.001 0.0001 0.400 increasing the class number and relevant tempédtes

The 0.001 0.3000 0.050 careful training of the intended system.

In 0.200 0.1000 0.001 The next step in this research is to develop anlema

Of 0.050 0.2000 0.001 management system to successfully implement the

proposed algorithm for real time generation of émai
3.13. Probabilistic Template Matching responses. As the intended framework is under

development, no strict evaluation has been perfdrme
yet. As far as further research is concerned, @ainmim

is to implement this model in a suitable email aggilon

to test its efficacy by measuring performance patens
e.g., Response accuracy, precise content fillexgptate
relevance of an efficient email response system.

We will now explain probabilistic template
matching for calculation of;Rand R. The algorithm is
the same for both cases. Each set of informatidh wi
have a relevant template, list of templates orst dif
possible values e.g., Time will have templates like
HH:MM, HH:MM: S. Months can have possible
values (January, February). Names can have both
values and templates (List of names, [A-Z][a-z])stL 5. REFERENCES
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