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ABSTRACT

The appearance of a human face rigorously changbs@spect to age that makes Age Classification as
a more challenging task. The algorithms such ableldrest Neighbor (K-NN), Support Vector Machine
(SVM), Radial Basis Function (RBF), motivated maRgce Researchers to focus their attention in
classifying the human age into various age grodjp® Classification rate produced by these existing
algorithms is not significant indeed. In this studgaussian Mixture Models (GMM) is used for
classifying the facial images into different ageoups. A combination of Discrete Wavelet
Transformation (DWT) and Sammon Map are used toaekthe facial features. The performance of this
approach is tested using Album-2 of MORPH databAsenaximum classification rate of 99.52% is
achieved in stage-1, whereas 99.46% is achievestaige-2 using GMM. Also the accuracy achieved
using Gaussian Mixture Model, is comparatively geedhan K-NN.
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1.INTRODUCTION Adult and Senior Adult. In this study, we introduae
novel approach in classifying the human age intioua
Age separated face recogniton has wider age groups. We also used an Image Enhancement
applications, not only in the field of pattern rgodion,  technique to normalize the facial images, which was
but also in lot of other fields like Artificial Ietligence, proposed by (Tan and Triggs, 2010). It includes @am
Digital Image Processing, Human Computer Interactio Correction, DoG Filtering and Contrast Enhancentent
Machine Learning and so on. However, many enhance the facial images. Then, the normalizedénim
researchers proposed a variety of approaches ang¢tansformed, using Discrete Wavelet Transformation
algorithms in face recognition, but very few which is used to extract the required facial feasuihe
researchers turned their attention towards agedimensions of the image are not completely reduced.
separated faces. Age invariant face recognitiong Ag Consequently, a Sammon Map is used to diminish the
Estimation and Classification of Human Age are the dimensions of the image further. We further used a
challenging areas of research. The human age ar@aussian Mixture Model (GMM) to classify the images
classified into various age groups like Child, into various age groups. In this study, the images
Adolescence, Adult, Middle-aged Adult and Senior randomly selected from Album-2 of MORPH database,
Adult etc. The very first work in classifying the presented in (Ricanek and Tesafaye, 2006).
human age is introduced by (Kwon and Lobo 1999), The supporting contents of this manuscript are
where they classified the age groups into Babiesing, planned as follows: Chapter 2, confer about related
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works, Chapter 3, focuses the overview of the psedo  misclassification error rate is also reduced. An
work, Chapter 4, shows the results and discussimls  innovative approach was introduced by (Kurearal.,
Chapter 5 gives the conclusion and future direstion 2013) in which topological features were used &ssify

the age groups into five categories.
2. PREVIOUSWORK

) ) ) 3. PROPOSED WORK
The age groups were determined using, various

algorithms like Radial Basis Function (RBF), presen The proposed work for age classification is iiatsd in

by (Yazdi et al., 2012), Back Propagation Network the Fig. 1. The input facial images are improved using
presented by (Mehdit al., 2009) and Support Vector different stages of Pre-processing techniques. Assalt,
Machine (SVM)-Sequential Minimum Optimization the image is said to be normalized and is givearasput
(SMO), which includes mathematical techniques to next phase, in which the facial features areaeted
related to facial features. A combination of Digere using DWT. The dimensions of the image are further
Wavelet Transform and Gradient Orientation pyramid reduced using Sammon Map and hence it simplifies th
for extracting the facial features was proposed byclassification phase. The age groups are classifiédg
(Saeid and Leila, 2012). Subsequently, the dimessid ~ Gaussian Mixture Model.

the ima}ges are further reduced using Prinpipal Corapt 3.1. Pre-Processing

Analysis (PCA). Furthermore, the recognition phases ) _ )
done by computing the distance using Euclidean. A Sequence of pre-processing technique is
Distance. Now-a-days, Discrete Wavelet Transformgs a  Introduced, to enhance the facial images. Initjaihye
Neural Network is used to identify the epilepsyodier. gray-scaled images are enhanced using Gamma

e Correction, where the brightness of the images is
Also the classification of Electroencephalograpit @ adjusted. Secondly, the shgding effects are coe%plet

is done using Back Propagation Network presented byremoyed using DoG filtering. Finally, the contrast
(Kumar andKasthuri, 2014). the images is adjusted by eliminating the intensity
Wen-Bing et al. (2001) developed a classification variations in the images. The pre-processed or
technique based on facial features, in which thessiied normalized images are given as input to the neasph
the age groups into four categories. A combinatibtwo namely the feature extraction.
distance ~ measures ~ such ~as, = Cosine  andy, po e Extraction Using DWT  and
Euclidean distance methods were used to normaliee t
distance, for providing greater accuracy than using Sammon Map
one method, which was presented by (Zou, 2008). The Discrete Wavelet Transformation (DWT) is a
Zhan and Ogunbona (2011) developed a Non-negativeeonservative means of feature extraction in Image
Matrix Factorization (NMF), for estimating the huma Processing and Computer Vision. There are several
age. The age-group of a face image is estimateskcba applications of Wavelet Transforms such as Image
on the learned age subspaces. However, the ag€ompression, Face Recognition and Age Prediction.
progression algorithms was developed, based on AgéVavelet Transforms are primarily used in various
Estimation methods, as investigated in (Gestgal., applications because of r(_educed compl_exny. Dlsc_ret
2007). To improve the accuracy of Age Estimation, aWaveIet Transform is achleved_by_ d|Iat|ng/tr§1n$igt|
combination of Active Appearance Model (AAM) and ]tchﬁ mOthEr w?veli@ (®) and it is shown in the
Support Vector Machine was introduced by (Laiwal., oflowing Equation L.

2009). The most prominent algorithm namely, the 1 ~
Principal Component Analysis (PCA) was used in W (x) :w(XqJ Q)
reducing the dimensions of the images. After exitngc Jp p

the facial features, the Support Vector Machine N3V

had been trained, to classify the facial image® int  Here, /pis the normalization factor, wheregsand
different age groups which was proposed by (@ial., g are the scaling parameter and translation paramete
2012). A Gaussian Mixture Model (GMM)-based human respectively. The Discrete Wavelet Transformatisn i
face recognition technique robust to illumination achieved by filtering the signal through a seritdigital
variations was proposed by (Mitra, 2012) and the filters at various scales.
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difficulty in fitting the data, whereas a mixtureitiv

Pre-process the im- Feature extraction . Il b f be flexibl

- Age classification small number of components may not be flexible to
from MORPH [ using DW =) e .

S mabaee “;j;;irfl’m"f;;;d using GMM estimate the true fundamental model.

4, EXPERIMENTAL WORK
Fig.1. Block Diagram of the proposed work ) ) . )
An experimental work is done using 1250 images,
The dimensions of the image are further reducedgus  arbitrarily selected from Album 2 of MORPH database
non-linear technique known as Sammon Map. Sammon’svhich is proposed in (Ricanek and Tesafaye, 200@6).
non-linear mapping, was presented by (Yang, 208d) a includes 500 images of Adolescence and Adult, 250
is an iterative process of projecting a higher disienal images of Senior Adult. Initially, the face imagase
space into lower dimensional space. As a result thecropped to a size of about 128x128. The face im&ges
image would be geometrically congruent to the oa§i  normalized using 3-stage pre-processing techniques.
image. This is called an isometric projection. The Further, the facial features are extracted usinscite
comparison between two geometric objects means, thaWavelet Transformation, namely Haar, Symlet,
the corresponding inter-point distances are eduosiead Deubechies and Bi-orthogonal wavelets at leveetelk
of trying to achieve equality between corresponding 2 and level-3. The implementation of this studylae
inter-point distances, we can minimize the diffeeen using MATLAB. The Fig. 2 shows the longitudinal
between corresponding inter-point distances. Tisnie image database namely, the MORPH database cropped
goal of the Sammon mapping algorithm. to a size of 128x128.
e . . The cropped faces are converted into gray scale
3.3. Classfication of Age Groups UsNg  jmages. A three-stage of normalization techniquesisd
Gaussian Mixture Model (GMM) to enhance the facial images. At first, the briglss of
the image is improved using Gamma Correction, in
which the brightness of the image is adjusted. Saigo
the edges of the images are exactly obtained blyiagp
tDoG filter and finally, the contrast enhancemenddge
so as to adjust the contrast of the image. Actugtiree-
stages of pre-processing are done, in order toaget
normalized image. The facial features are extratigd
n transforming the normalized images, using Discrete
g(x) =2 w IN(x 4 %) (2)  wavelet Transforms like Haar, Symlet, Deubechies an
= Bi-orthogonal at level-1, level-2 and level-3. Hoxse,
the dimensions of the images are not completely
reduced; further, we applied a dimension reduction
technique, called the Sammon Map. A two-stage
n classification technique is used, in which stage-1
2. W =landd :w >=0 (3)  classifies whether the given facial image is arlestent
= or not. On the other hand, stage-2 classifies vénetie
facial image is an adult or senior adult. We gse 4,
8,16,32,64 for all the wavelets and at all levélse
Table 1 shows the classification rate of stage-1 using
Discrete Wavelets at level-3. The training and itgst

Gaussian Mixture Model is a parametric framework
suitable for modelling the human faces and is psepo
in (Mitra, 2012). It is a mixture of numerous Gaass
distributions and consequently represents differen
subclasses in one class. The general form of Pililab
Density Function is Equation 2:

Here n represents the number of components and
represents the weights of Gaussian Component Bqliti

N(x; 4, X)) represents the Probability Density Function
of Normal Distribution ang; %; are the parameters of the
Gaussian distribution representing Mean and Cawegia

M‘?Itr'x. resgeﬁltlvely. The (I“;lilussmn Mlxture D§n5|sé : samples are varied for 10 different times and gwailts
collection of all parameters like mean, mixture gt an are tabulated. In addition to thafable 2 shows the
the covariance matrix. Each and every Gaussian Mede classification rate of stage-2. The maximum

its own Covariance Matrix, Mean, which is to bareated  ¢|assification rate of stage 1 and stage 2 is aBOUi2

separately. However, selecting the Gaussian Mixtureand 99.46% respectively. The performance of stage-
Components plays a vital role in classification demin  jclassification is depicted irFig. 3, whereas the
which, each component represents a separate Tls®  performance of stage-2 classification is depictedhie

are various algorithms stating, how to choose tirebrer of  Fig. 4. We also compared the obtained classification rate
components and is presented in (Figueiredo and2202). with K-NN and the Fig. 5 shows the comparative
When there are many components then there existanalysis of these approaches.
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(b)

Fig. 2. Cropped images of size 128*128 from MORPH database

'-l'mt
| Be  Ede  Yiew (osert Jook Qeskop  Window  Help
NDdda B KR89 EL-A 0E D

100 SR
9
)
a7
o6
L - Sy
rw=e DBI0
0a |- == Biori.1 ]
= 3 3 4 & 7 8 8 10

*

J

Fig. 3. Performance of stage-1 classification
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///// Science Publications 2296

JCS



J. Nithyashri and G. Kulanthaivel / Journal of Comgpibcience 10 (11): 2292.2298, 2014

Table 1. Stage 1 classification using DWT+SAMMON MAP+GMM
Accuracy in %

Iteration Haar Sym (4) db (10) biorl.1
1 98.24 98.40 97.76 97.76
2 97.60 96.16 97.28 97.60
3 98.40 97.12 96.96 98.24
4 97.60 96.64 96.96 96.96
5 98.08 96.16 97.28 97.60
6 97.60 97.60 96.00 98.24
7 99.52 98.40 97.76 97.76
8 98.40 97.12 96.96 98.24
9 96.80 96.16 97.28 97.60
10 95.52 96.16 97.28 97.60

Table 2. Stage 2 classification using DWT+SAMMON MAP+GMM
Accuracy in %

Iteration Haar Sym (4) db (10) biorl
1 95.73 95.20 95.46 95.73
2 95.73 95.20 95.20 95.73
3 96.26 96.80 96.00 96.26
4 96.26 96.53 96.00 96.80
5 99.20 98.40 98.93 99.20
6 99.46 98.93 98.93 99.46
7 95.73 96.26 96.00 96.00
8 96.26 95.73 96.00 96.00
9 97.60 98.13 97.33 98.40
10 98.40 97.86 98.40 97.86
5. CONCLUSION images. The proposed work can be extended by tigini

different images of Google Database, FERET database

In this study, we developed a different approaah, i Iranian Face Database and other reputed databEses.
which the face images are enhanced by a sequence &fork can also be tested using other kind of Discret
pre-processing techniques. To extract the facialWavelet transformations at various levels.
features, the normalized images are transformeagusi
DWT. The dimensions of the image are further reduce 6. ACKNOWLEDGEMENT
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