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ABSTRACT

Text classification is a very important task duetiie huge amount of electronic documents. One ef th
problems of text classification is the high dimensility of feature space. Researchers proposed many

algorithms to select related features from texesehalgorithms have been studied extensively fgtigntext,
while studies for Arabic are still limited. Thisusly introduces an investigation on the performaofcéve
widely used feature selection methods namely Chiéusa) Correlation, GSS Coefficient, Information iGand
Relief F. In addition, this study also introducesapproach of combination of feature selection odttbased
on the average weight of the features. The expetsrere conducted using Naive Bayes and Suppotbiec
Machine classifiers to classify a published Aratiepus. The results show that the best results olgegned
when using Information Gain method. The results alsow that the combination of multiple featureestbn
methods outperforms the best results obtain binttieidual methods.
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1. INTRODUCTION

the most relevant features (Maldonado and L’'Huillie
2013). Many feature selection methods have been

With the rapid growth of the Internet, the volumie o proposed and investigated to improve the performaric

the news and information available on the web dsvijrg

English text classification. However, the work @ature

exponentially. Since there has been an explosion ofselection for Arabic language are limited and maist

information available on the Internet, this makée t
process of analyzing and processing them manuaigra
difficult task. As a consequence, text classifmathas
gained importance in hierarchical organization luése
documents. The fundamental goal of the text claasion
is to classify texts into appropriate classes.

One of the problems of text classification is theyé
number of features which reduce the performandexaf
classification and consume the time. Feature sefect
method is used to reduce the feature space bytisglec

studies in text classification for Arabic languagee
concerned with investigating the efficiency of text
classification algorithms without enough attentitm
how the feature selection task can improve the racgu
of classification (Al-Salemi and Ab Aziz, 2010;
Hawashiret al. 2013; Saad, 2011).

Our motivation to do this research is to enhanee th
robustness of the finally selected feature suluate class
and get rid of the noisy and redundant featuresuisec
there is another subset which supplies the saroamafion
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about the class. We need to combine two methodsoos
together to get rid of redundant and noisy featwbich
degrade the performance of most classifiers.

Frequency (DF), Latent Semantic Analyses (LSA) and
Term Frequency Inverse Document Frequency (TFIDF).
The results of experiments that performed on arbiéra

This study introduces an investigation on the dataset showed that TFIDF was the most effective
performance of five widely used feature selection Method among the three feature reduction techniques

methods and a combination approach of feature tgmbec
methods including Chi-square, Correlation,
Coefficient, Information Gain and Relief F. The mai
concern is to investigate the effectiveness of damb
the individual feature selection methods on
performances of Arabic text classification.

The rest of the paper is organized as follows: i8ect

two for related work, section three is methodology,

section four is experimental work, section fiveaguthe
results and discussion of the experiments andosestk
concludes the paper.

2. RELATED WORK

Many feature selection and other preprocessing

techniques have been applied for text classificatithe

Duwairi et al. (2007) have compared and contrasted two

Gss feature selection techniques when applied to Aredaipus.

The dataset consisted of manually prepared Arabit t
documents, collected from internet sites. They have

the €mployed stemming and light stemming as featuesteh

methods. The experiments have showed that the o§ing
light stemming as a feature selection method obtblietter
results than using stemming.

Generally speaking, the work on feature selectan f
Arabic language used individual methods only, while
using combination of feature selection methods may
achieve better.

3. METHODOLOGY

Feature selection is an important preprocessingesta

bulk of feature selection work has been devoted forOf text classification, which increases the perfance of

English and other Latin language.

a predictive model. The main purpose of feature

Soares (2010) has proposed an algorithm based on election is to choose a subset of high discrimiaat

wrapper method to build an ensemble of models with
specific base classifier. The Class-Specific Ensemb
Feature Selection (CEFS) algorithm applied in theva
test with Naive-Bayesian Classifier. The resultaxgd an

enhancements in the accuracy of prediction. Ren an

Sohrab (2013) have introduced class-indexing-btsed
weighting approaches. The proposed class-basegiigde
is incorporated with term, document and class indéey

eatures and eliminate the non-discriminative fesgu

In this study, we investigate the performance o fi
common feature selection methods with their contizina
for Arabic text classification. We combine everyotw

(1eature selection methods and we also combine ithe f

eature selection methods. In both cases, twoifitaissare
used to conduct the experiments namely Naive Bayds
Support Vector Machine. In literature, the studiex tried

have investigated the efficiency of proposed class-t© combine the feature selection methods usingrelfit
indexing-based approaches, with other term Weighingstrategles, they combine either two or five feaselection

approaches to address the automatic text clagiifica methods like (Wangtal., 2010; Vege, 2012).

task. The results of the experiments have revehkdthe

proposed term weighting approaches improved the

classification task. Cheet al. (2009) have proposed two

The key idea behind combining feature selection
methods are that every individual method produces
different types of errors and feature selectionhoes are

feature evaluation metrics for the Naive BayesianCombined to exploit their strengths. Combining deat

classifier, applied on multiclass text datasetsitiMilass

selection methods are becoming more popular as they

Odds Ratio (MOR) and Class Discriminating Measure &l0W one to overcome the weaknesses of single
(CDM). Experiments of text classification have been methods. The combined feature selection methodsyalw

carried out with Naive Bayesian classifier. Theweha
compared CDM and MOR with Information Gain and
three variations of Odds Ratio. The results hadé&aied
that, CDM and MOR gained better selection efficignc
compared to other feature selection methods.

Unlike English language, a limited number of

researches had been done for Arabic (Al-Salemi an

Ab Aziz, 2010; Chantar and Corne 2011; Hawashi.,
2013).

outperforms the best of its individuals in textssidication
task (Omaet al., 2013).

The following subsections describe briefly the
classifiers and the feature selection methods uséhis
study. They also describe the used approach of
combination of feature selection methods.

& 1. Naive Bayes Classifier

Naive Bayes has been one of the most popular ngchin

An investigation on three representation methodbs ha learning methods since long ago. Its simplicity eskhe

been performed by Harrayal. (2010) namely Document
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performances are achieved in the tasks althoughwy of » _ N x (AD-BC)
learning is based on an unrealistic independerstergdion x = (A+C)(B+C)(A+B)(C+D)
(Khalifa and Omar, 2014). The Naive Bayes (NB)gifes
generally uses Bayes' rule: Where:

A = The frequency of t and ¢ occurrences;

p(c |d) _P(c)pd]c) B = The frequency of occurrences without,
p(d) C = The frequency of withoutt,

D = The frequency of non-occurrence of batlandt

where,p(c, |d)is the posterior probability of class; andN is the quantity of document.

given a new document p (C) is the probability of class  3.3.2. Correlation

G which can be calculated by: Correlation-based Feature Selection (CFS) is one of

N commonly known techniques to evaluate and rank the
p(c)=— relevance of features by measuring correlation éetw
N features and classes and between some features and
r . others (Suganya and Rajaram, 2012).
v(\:/herec,jN;\Ils_thet)hnumberbof do;:urrents aSS|gne_d tt(r)1 class Given number of featurek and classesC, CFS
i an Is the number of classgsd|c) Is the defines relevance of features subset by the use of
probability of a document d given a clagsandp(d) is Pearson’s correlation equation:
the probability of documernt. .
. H k
3.2. SVM Classifier Merit; = /7k+(kc_1)rkk
Support Vector Machine (SVM) classification o i
algorithm is considered as one of the most robuost a where, Merits is considered as the relevance dfifea
accurate machine learning algorithms (Ahmed, 200). subset,r,. is the average linear correlation coefficient

simple words, given a group of training exampleshe between these features and classesrarid the average
marked as belonging to one of two categor®éVs linear correlation coefficient between differeratieres.

training algorithm starts building a model thatdictss  3.3.3. Galavotti-Sebastiani-Simi (GSS) Coefficient
whether a new example falls into which categorye Th

method of SVM in its dual form is as follows:

GSS method have been proposed as a simplified Chi
Square statistic. The P N factor and the denomiriatee
completely removed. The denominator have also redov

a=arg min{—ia. +3 3 a0y v % X)) because the denominator gives high correlationficizeft
eI score to rare words and rare categories (Uchyigit Ma,
2008). The GSS CC value can be computed as follows:
Sije(:tto:io(iyi =0;0<0a,<c . _ B AD -CB
i=1 GSS(t,c,)=P(,c )Pt .c)-Pt.c)PE c ):T
3.3. Feature Selection Methods
where,
3.3.1. Chi-Square N = The total number of training document,

. . L A = The number of documents in clasthat contairt.
Chi-square is a commonly used statistical test thatg = The number of documents that contain the term t i
determines the divergence from the distribution other classes.

expected if one assumes the feature occurrence ig = The number of documents in classthat does not
obviously independent of the class value. As a contain the term

statistical test, it is well known to act erratigafor D = The number of documents that does not contain the
very minor expected counts, which are known in text termt in other classes.

classification both because of the rare occurrifig o . .
word features and some other times because of gavin3'3'4' Information Gain

different positive training examples for a concept Information gain represents the entropy reduction
(Forman, 2008). The chi-square statistics is caled given a certain feature, that is, the number of loif

by the following equation. information gained about the category by knowing th
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presence or absence of a term in a documenfollowing probabilities to allocate as the weighur f
(Ramalingam and Zheng, 2013): each term featurk(Sharma and Dey, 2012):

Il

1G(t) =~ _ p(c)logp(c,)

i=1

W, = (different value of f/nearest instances from
different classes)-(different value dfnearest
instances from same class)

lcl

+p(t)z p(c [t)log p(, |t) 4. COMBINATION OF FEATURE
o1 SELECTION METHODS
_ _ _ The main reason for the combination of feature
*(t )Z P(G [t)log p(G [t) selection methods is to compensate for the

=1 shortcomings of individual methods. Combining

where, p(c) represents the likelihood of the occurrence Methods is a common technique in machine learning.
of ¢ class: p(t) represents the likelihood of the 1he method used in this study is based on

occurrence of: p (T) represents the likelihood of the non- cOmbination of feature selection techniques inaigdi
occurrence GF Chi-square, Information Gain, Relief, Correlatiomda

GSS Coefficient. First, it combines the top ranked
3.3.5. Relief features resulted from k feature selection methods.
. X Second, it calculates the average weight of evermt
Relief-f (Bol6n-Canedoet al., 2013; Zhang and X ; .
Sawchuk 2%11) is a commonly used metric fc?r femtur obtained from every feature selection method using

ranking that estimate the relevance of featuresthe following formula.

according to how well its values distinguish the .

sampled instance from its nearest hit (instancehef > weight;
same class) and nearest miss (opposite class). The AVG, gy =1
Relief feature selection algorithm selects feature- k

instances randomly from the training data. For each ) . ]

sampled instance, the nearest hit and the neaisstisn ~Where, k is the number of ranking lists. Then, the
found. A high weight is assigned to a feature if it method sorts the features according to the newmeig
differentiates between instances from differensstss ~ and selects top m ranked features to form the fisal
and has the same value for instances of the samss.cl of features. Figure 1 shows the steps of the
Specifically, it tries to find a best estimate fraime combination method.

Feature

selection

method 1

Feature N y

i . New ranking s Al

selecnor}} Combined k et with g I_\Iev. Ilanhmg

method 2 ’ ranking lists — StV — | list with top m
average ranked features

> weights

Fig. 1. Combination of multiple feature selection methods

Feature
selection
method k
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5. EXPERIMENTAL WORK

Three different types of experiments have been

performed to investigate the performance of fivelely

6. RESULTS

In order to compare the performance of the prelyous
mentioned feature selection methods and to inwastitpe

used feature selection methods including Chi-square performance of the combination method, Naive Bayek
Correlation, GSS Coefficient, Information Gain and SVM classifiers are used. After applying each featu
Relief F and their combinations. Every type of thes selection method, the classification is performeith w
experiments is conducted using two classifiers mame varying number of selected features. The experisnent
Naive Bayes and Support Vector Machine. From otherwere carried out on published Arabic corpus nariijN

hand, two types of combination are performed. Tire f
one combines the ranking lists resulting from twatfire

dataset.Table 2 shows the results obtained when using
every feature selection method individually withi\éa

selection methods. The second one combines théngank Bayes classifier.

lists resulting from the five methods used in this

Table 2 shows that the best result obtained is 87.3%

study.To do so, the evaluation is performed on CNNMacro-F1 by using Information Gain method when
Arabic published dataset. The dataset and perfaenan number of features is 3000. The lowest result i9%6

measures used in this study will be described lgrief
5.1. CNN Arabic Corpus

This study uses CNN Arabic corpus which is
collected by Saad (2011). This dataset containg(05,0

text documents. Each of them belongs to one oftke
classes as shown Trable 1

5.2. Performance Measures

In order to evaluate the feature selection methbds

F1-measure is used which combines precision arall.rec

For ease of comparison, the Macro-averaged (Mat)yasF
used. Precision, recall-; measure and macr&; are
calculated using the following formulas consequentl

true positive

precision = — —
true positive+ false positive

_ true positive
true positive+ false negative

2* precision* recall
precision + recall

Flmeasure =

macro 1 o
F = E > F(c)
i=1

Table 1.Classes in CNN Arabic dataset

Class name Documents no

Middle East news 1462
Entertainment 474
World news 1010
Sport news 762
Science news 526
Business 836
////4 Science Publications
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Macro-F1 obtained by Correlation feature selection
method when the number of selected features is 500.

Table 3 shows the results obtained when using every
feature selection method individually with SVM déier.

Table 3 shows that the best result obtained is 93.1%
Macro-F1 by using Information Gain method when
number of features is 4000. The lowest result igl%l
Macro-F1 obtained by Correlation feature selection
method when the number of selected features is 500.

The results inTable 2 and 3 show that the best
performance among the used feature selection method
is obtained by Information Gain method. The lowest
performance is achieved by Correlation method istmo
cases because it depends on the correlation between
features and may not take into account the coroglat
with class.

Table 4 shows the results obtained when using all
possible combinations of two feature selection meésh
with Naive Bayes classifier.

Table 5 shows the results obtained when using all
possible combinations of two feature selection mesh
with SVM classifier.

The results inTable 4 and 5show that the binary
combination of the feature selection methods
outperform the results imable 2 and 3 consequently
which obtained using individual methods.

Table 6 shows the results obtained when combining
the ranking lists obtained from the five featurkeston
methods with Naive Bayes classifier.

Table 7 shows the results obtained when combining
the ranking lists obtained from the five featuréeston
methods with SVM classifier.

Table 6 and 7 show the performance of the
combination of multiple feature selection methods
namely Chi-square, Information Gain, Relief,
Correlation and GSS Coefficient with Naive Bayesd an
SVM classifiers consequently.

JCS
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Table 2.The results of individual FS methods with NB

Macro-F

Feature size
FS method 500.0 1000.0

2000.0 3000.0 4000.0 5000.0
Chi-square 79.4 84.6 86.8 86.8 86.5 85.6
Info Gain 79.1 85.1 87.2 87.3 86.4 86.1
Relief-F 76.4 82.3 84.6 86.6 86.2 86.2
GSS 78.3 83.2 85.9 86.5 86.6 85.1
Correlation 66.9 77.7 85.7 87.1 86.4 85.3
Table 3.The results of individual FS methods with SVM
Macro-F
Feature size
FS method 500 1000 2000 3000 4000 5000
Chi-square 86.1 90.2 92.1 925 92.8 92.7
Info Gain 86.6 90.3 92.2 92.8 93.1 92.8
Relief-F 84.7 89.6 92.1 92.7 92.9 925
GSS 86.6 90.4 92.4 92.4 92.9 92.8
Correlation 71.4 83.9 91.3 91.9 92.4 92.6
Table 4. The results of binary combination of FS methodb WB classifier
Macro-F
Feature size
FS method 500.0 1000.0 2000.0 3000.0 4000.0 5000.0
Chiand I. Gain 79.5 84.9 88.7 87.8 87.7 86.1
Chi and Relief F 79.2 86.4 87.3 88.1 87.3 86.9
Chi and GSS 79.3 84.4 86.7 87.5 87.2 86.8
Chi and Corr. 70.8 79.7 86.6 88.9 87.5 85.8
|. Gain and Relif F 79.3 87.3 88.7 89.4 88.4 87.8
I. Gain and GSS 78.4 83.6 86.8 87.4 87.5 86.2
|. Gain and Corr. 711 81.2 87.7 89.1 88.6 87.3
Relif-F and GSS 79.8 83.6 86.5 86.7 87.9 87.1
Relif-F and Corr. 68.3 75.4 79.2 84.2 85.8 86.3
GSS and Caorr. 69.7 73.9 80.6 85.3 86.7 87.1
Table 5. The results of binary combination of FS method$\8VM classifier
Macro-F
Feature size
FS method 500.0 1000.0 2000.0 3000.0 4000.0 5000.0
Chiand I. Gain 87.4 91.6 94.1 94.7 94.2 93.8
Chi and Relief F 86.5 91.1 93.8 945 94.3 93.7
Chi and GSS 87.2 91.5 93.8 94.2 94.3 93.9
Chi and Corr. 85.8 90.7 93.4 93.8 93.7 93.4
I. Gain and Relif F 87.3 91.5 93.8 945 94.8 93.7
|. Gain and GSS 87.4 91.7 94.1 94.5 94.2 93.9
I. Gain and Corr. 84.7 90.5 93.5 94.3 94.3 93.8
Relif-F and GSS 87.2 91.5 93.8 94.6 94.4 93.7
Relif-F and Corr. 81.9 89.7 93.6 94.4 94.7 93.9
GSS and Caorr. 84.1 90.7 93.2 93.6 93.8 93.7
Table 6. The results of combination of five FS methods Wb classifier
Macro-F
Feature size 500.0 1000.0 2000.0 3000.0 4000.0 .6000
Combination of 5FS methods 80.3 86.6 90.1 88.3 87.4
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Table 7. The results of combination of five FS methods v8WiM classifier

Macro-F
Feature size 500.0 1000.0 2000.0 3000.0 4000.0 .6000
Combination of 5FS methods 87.9 91.8 94.5 95.1 94.7 94.2
Tables 6 and 7show that the Macro F1 results after 8. CONCLUSION
using the combination of multiple feature selection
methods outperform the results obtained by usireryev This study introduced a combination of feature
method individually. selection methods to improve the performance of tex
classification. First, we evaluate the performaotéve
7. DISCUSSION common feature selection methods on a published

) o Arabic dataset. Then, we evaluate the performahed o
The performance obtained of combination of feature possible binary combinations of these five methods.

selection methods in both scenario of combination,,:ma”y we evaluate the performance of the comtisma
binary and multiple indicates that the combinatoin ot the five methods in order to determine the most
feature selection methods are indeed informativeext appropriate features for classification. Comparihg

classification tasks especially when the number Ofperformance of the individual methods with the

features is extremely large (1000 and above). performance of the combination methods shows that

Table SI and 7Sh0|\|NS th?]t Fhe perforl”r_]ancef became combining two feature selection methods outperforms
more stable especially with increase size of sedbct the individual methods, while combining the five

features when applying the combination of feature methods significantly improves the classification

2e|elcyr§)n rgfentgsdsé:]'ge I?]Vir.a%e 'g%%yr?;]t.iat r?:: ?afst performance. Although many feature selection method
ppiying . binary utip ihatl 9€S exist in text categorization, it is hard to stateeois

between (1-2.5%) in macro-averdge. . :
The results ifrable 4 to 7show that the combination generally superior to others since the successhef t
methods depends on various variables. It is mdadyli

of feature selection methods performs better than o . . .

o . that combining different feature selection methobtains

individual methods since the success of the methods : ) -
. . ) . more effective performance in text categorization.

depends on various variables. It is more likelyt ttiee

combination of different feature selection methobains 9. REFERENCES
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