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ABSTRACT

Proteins are very important components in any djviells. A number of diseases such as Retinitis
pigmentosa, Stargadt-like macular degeneration Bogne Honeycomb Retinal Dystrophy (DHRD)
diseases are shown to result from misfunctioningrofeins. Protein folding problem is a way to pcethe
best and optimal 3D molecular structure (tertiarycture) of a protein which is then consideredbéna
sign for the protein’s proper functionality. Thismparative study’s purpose is to calculate thegimé
energy using the Empirical Conformational Energyodlam for Peptides (ECEPP) package and
experiments were performed on the Rhodopsin praséig three different evolutionary algorithms ier

to find the best energy in parallel with the besticture for the protein and a comparison for thgults
obtained from the three algorithms was performedials found that the best result was -11.8 obtaifred

the Extended Compact Genetic Algorithm (ECGA). ECkss proved from the obtained results to be the
best algorithm from the chosen algorithms in thengarative study in obtaining the Rhodpsin protein’s
energy and its equivalent structure.

Keywords. Extended Compact Genetic Algorithm, Rhodopsin RPmpt@article Swarm Optimization
Algorithm, Memetic Algorithm and Protein Foldingd®em

1. INTRODUCTION with differently shaped beads. Each “bead” is albma
molecule called amino acids which are considered th
Proteins are very important in all living algortism  ‘building blocks’ of proteins. Proteins typicallyotain
cells. They are involved in almost all cell funatéo its own sequence from 50 to 2,000 amino acids in a
Each protein within the body has certain functigigal  linear arrangement hooked end-to-end in many
Some proteins such as Enzymes are responsible fodifferent combinations to end up in formation dbag
facilitating biochemical reactions where they are chain. These acid chains do not remain straight and
referred to as catalysts because they speed upiciiem order (DHH, 2007). They twist and fold upon
reactions, while others such as Contractile pretgire  themselves and that's what we call protein folding.
involved in body movements, also there exist Inappropriate protein folding is one way in which a
antibodies which are specialized proteins in dedens protein balancemay get damaged. The mis-folded
against germs and foreign invaders to our bodypfall protein can be non functional totally or not optinra
these are examples for important proteins in thedru  its functionality that's required from this proteifihere
body. In spite of huge and different functionakbtie are a number of serious diseases such as Retinitis
proteins perform, all proteins are like long neckla  pigmentosa, Stargadt-like macular degeneration and
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Doyne Honeycomb Retinal Dystrophy (DHRD) which In order to solve this problem it has been always
have a common property which is they all appear toassumed that the native conformation corresponds to
involve inappropriate folding of a particular prote  the global minimum free energy state of the system.
(Lee and Yu, 2005). As a result for this assumption, it was important t
1.1. Motivation of the Work develpp efficient  global energy minimization
techniques. In return many techniques have beed use

This study helps a lot in accelerating better drugand developed to try to solve this problem which is
discovery for various diseases for the retina aghight  the protein folding problem but it has been fouheltt
blindness and also discovering other new proteiishv  he protein folding problem is a difficult optimitian
help the Rhodopsin protein in functioning and may  ropjem due to the non-linearity and the multi mode
help in discovering new diseases for the retina ands he energy function (Merklet al., 1993; 1996).

finding a proper cure for them. Most techniques were performed on the penta-
1.2. Related Work peptide Met-Enkephalin protein using different

Many researchers before tried to find and reach thecomputatlonal methods.

. . . One of these computational approaches was using a
proper three dimensional structure of the proteity o . :
depending on the amino acid sequence (Calakeetta, Parallel Fast Messy Genetic Algorithm (PFMGA) om th

1995: Dillet al., 2008). All proteins are constructed from Met-Enkephalin protein. Experiments were done to
same twenty amino acids but with different numbgr o €Stimate the scalability of the PFMGA design in
amino acids chained and linked together to forns thi Particular for the application of the energy mingation
unique protein and also this linked chain is unigue for the Met-Enkephalin protein. Experiments were
structure and ordeiCalabrettaet al., 1995. The protein  Performed using 1, 2, 4, 8, 16, 32, 64 and 128gmsars.
structure is formed in three levels; the first leige“the ~ Unfortunately the conformational energies are rsooa
primary structure of the protein” which represetiie ~ as those obtained in studies using refined energyefs
linked linear chain of the amino acids sequencg¢hn  but are near the lowest known for the PFMGA model
residue along the polypeptide chain and all other(Merkleetal., 1993).

subsequent levels depend mainly on the primary Also, another computational method have also been
structure of the protein. From the primary strueture used before to try to solve the protein folding jeon
obtain the secondary structure of the protein whgh for the Met-Enkephalin protein which was using the
the local conformation of the almost alike aminadac  elitism based compact genetic algorithm with thép he
residue that are close in the primary sequenceit®d also of the Empirical Conformational Program for
built from the segments of the protein polypeptide peptides (ECEPP) package to calculate the enerdfido
chain. At last, the tertiary structure is formednr the Met-Enkephalin protein. It has been showed that ECG

secondary structure which represents the foldinhef o5 neq the minimum required energy better thaeroth
polypeptide chain which as a result representséhaé techniques (Badet al., 2008)

final three dimensional structure of the proteimdA Finallv the last tational method il sh
because it is possible to change the order ofwieatly inafly the fast computational method we wifl Show
amino acids which in return forms different amirmda €' concerning the energy minimization of protesna
sequence in the protein, therefore the tertianycstire technique called” Hybrid Genetic Clonal Selection
(3-dimensional structure) changes as a consequfence Algorithm” used also to find the minimized energyr f
it. And so, at the end of the folding process thatgin Met-Enkephalin protein. An enhancement over clonal
reaches a stable 3-dimensional structure for itselection algorithm was made to minimize the enafgy
(Calabretteet al., 1995; Whitford, 2005). the protein by adding the crossover function from
Plenty of approaches have been used recently inGenetic Algorithm. Experiments performed showed tha
order to predict the optimum three dimensional the Met-Enkephalin protein reached its minimized

structure of a certain protein.. Efforts o pre_dtbe . energy which is -20.919 using the enhanced alguorith
molecular structure of a protein from its aminodaci
y(Mohamedet al., 2010).

sequence only isn't an easy task but has man i . ) )
advantages and helpful in many applications such as In this research we will use the Rhodopsin protein
drug and medication industry for various diseasesWhich wasn'tinvestigated a lot before in manydi&hand
(Merkle et al., 1993; Piccolboni and Mauri, 1998 below is a brief on the Rhodopsin protein.
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1.3. Outline of the Work intermediate components formed, as shdwag 2. The
. : . . . final result is release of the two components of
The aim of this study is applying three different Rhodopsin from each other completely.
evolutionary algorithms for both predicting the Obviously, Rhodopsin has to be regenerated, or the
Rhodpsein protein’s proper 3-dimensional structure ability to resp;ond to light will be completely Io'rstféw
(ter_tiary_ st_ructgre) starting ffom its primary stture seconds at most. This takes place through two paths
which is its linear amino acid sequence only and pj o path is when the 11-trans-retinal is re-coteck to

predicting the energy of_the Rhodppsin protein. . the 11-cis-retinal form by an isomerase enzymecein
Also the second aim is performing a comparativelystu scotopsin is present (having been removed &efor

between th? performance and the results c.)f iapp'ﬂ"eg from the Rhodopsin), it immediately will combinetiwi
three evolutionary algorithms to the Rhodopsingirt 11-cis-retinal to regenerate new Rhodopsin. Segatil

is when the 11-cis-retinal is generated from lhgra
2. MATERIALSAND METHODS retinol, or vitamin A. Vitamin A is a derivative ifim of

21 Rhodobsin P . 11-trans-retinal. The isomerase reaction can conver
-1. Rhodopsin Protein the trans form to the cis isomer, making new 11-cis
We choose the Rhodopsin protein to be our targetretinal available to recombine with scotopsin. Byst
protein for the work in this research. Rhodopsiotgin, second pathway additional Rhodopsin is manufactured
the visual pigment (sometimes called the visuaple)r Animals that live in dark environments (such aspdee
is abiological pigment of vertebrate rod cell water fishes and cave creatures) always have fae mo

in the retina that is responsible for the firstpstén the ~ rods, because it is important to them to be ablse®
perception of light. It has been studied intensivier at  in the minimum amount of light. Adaptation to dark
least two decades because it is both fascinatidy anmost animals is a matter of generating more 11-cis-
accessiblg¢Sakmar, 2002 retinal from vitamin A and combining it to scotopsi
Rhodopsin properties are very unique and fascigatin to make more Rhodopsin. Similarly, reduction of
which allow it to function as a visual photorecaptdt ~ Sensitivity to light means a reduction of the
also serves as a prototype of the |arge5t family ofavailability of Rhodopsin and hence a conversion of
membrane receptors in the human genome which ighe 11-cis-retinal to the inactive trans-retinainfioand
the G-protein coupled receptor family which is kmow conversion of trans-retinal back to vitamin A, maki
for being extremely sensitive to light, enablingieh in it unavailable for conjugation to scotopsin.
low-light conditions. Anything which interferes with the Rhodopsin cycle
Rhodopsin is bound to the plasma membrane of thewill obviously affect vision, especially in the d#afior any
rod behind the retina and forms transmembrane iprote Creature animal or human being. An individual odiet
complexes within it. Rhodopsin undergoes a cyclic deficient in vitamin A can have supplements smasake
decomposition and reconstitution in response to thehim capable of producing enough 1l-cis-retinal ¢& s
presence of light. This rather complicated cyclehis  effectively in dim light. Drugs or chemicals thaffest
basis for absorption of light and its transductioto a  Vitamin A metabolism may lead to problems in vision
nervous signal. Since Rhodopsin protein is very important for visio
Rhodopsin is composed of two components: if anything goes wrong with the protein folding of
Scotopsin and 11-cis-retinal. When combined, theseRhodopsin it will cause a lot of damage and serious
two components create the Rhodopsin moleculeadliseases such as retinitis pigmentosa (night béssn
shown inFig. 1. As a result, our main concern in this research tvas
Energy from impinging light excites the electrons i try to find the suitable energy to perform the hirgdof
the 11-cis-retinal and converts it to 11-transhaiti the angles for the protein to be folded well sotas
Because 11-trans-retinal is not compatible with the prevent any damage.
scotopsin, it begins to detach from it and the Ripsih As a result for what is needed in this research,
conjugate begins to break up into its componentspar Evolutionary Algorithms (EAs) were the first choiter
One of the breakdown components is metarhodopsin Il the work in this research. Evolutionary Algorith(EAs)
which is an enzyme that affects strongly the chainge have a very common way in general to solve apjidinat
the rod membrane’s charge. problems which are: The problem is first represgnte
The disintegration of Rhodopsin into 11-cis-retinal then the EA is applied on this representation tache
and scotopsin is progressive, with a series oftdhad almost an optimum solution for this problem.
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Fig. 1. Formation and Decomposition of Rhodopsin (Caceci, 1998; Radetic and Pelikan, 2010; Paullbad2002)
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Fig. 2. Results of ECGA, PSO and MA

Below is a brief description for each of the algloms and developed based on the Darwanian principle
needed to understand this comparative study“Survival of the fittest” through biological systemThe

(Piccolboni and Mauri, 1998 representation of a solution in genetic algorittsnini the

2.2. The Algorithms shape of a string called “chromosomes” which also
s ] consists of elements called “genes”.

2.2.1. Genetic Algorithm GA's pattern is to work using a random populatién o

GA was developed in the early 70’s in USA by J. solutions which are called the chromosomes. Those
Holland, K. DeJong, D. Goldberg. GA's were inspired chromosomes’ fithess is evaluated with a fithesstion.
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As a result for this fitness, offspring chromosonage  performed on each member in the population to imgro
then produced by exchanging through crossover andts experience and results in a local optimum smtutAs
mutation best chromosomes information which arerlat " GA, crossover and mutation are performed on off
evaluated to decide which good solutions will becu;n ~ SPrings to produce new off springs. Local Search is
the next offspring and which weak ones will be performed on th_esg off springs so that local odiim_a
eliminated. And iteratively, generations are praslia I(SEIb?eIItV\; a;;zt aTaégtgéh%a;rTgoggth al tg%soea off  springs
order to obtain the best fit near to optimality ules g N ’ ¢ A '

(Elbeltag|et a.l., 2005) Pseudo codefor M A
1. Initialize a random population of P solutions
Pseudo codefor GA (chromosomes).
1. Initialize a random population of P solutions 2. For each (i) belongs to P;
(chromosomes). _ _ « Calculate the fitness of (i)

2. For each (i) belongs to P; calculate the fithess) of « Perform local search at (i)
3. For (i) =1 to n (number of generations given): 3. For (i)=1 to n (number of generations given):

* Either perform Mutation or crossover « Either perform Mutation or crossover

» If crossover chosen: « |f crossover chosen:

v' Select two parents i1 and i2 and generate

; ! > v' Select two parents il and i2 and generate
their offspring from their crossover together.

their offspring from their crossover together.

*  If mutation chosen: v Perform local search at new offspring.
v' Select 1 chromosome (i) randomly and « If mutation chosen:
generate an offspring from its mutation. v Select one chromosome (i) randomly and
4. Calculate the fitness of the output offspring from generate an offspring from its mutation.
step (3) and if the new offspring is better thaa th v Perform local search at new offspring.
worst chromosome, then replace the worst4, Calculate the fitness of the output offspring from
chromosome by it. step (3) and if the new offspring is better thaa th
5. Repeat step (2),(3) and (4). worst chromosome, then replace the worst
6. If best fit has been obtained, then stop the algori chromosome by it.
7. If best fit hasn’t been obtained, repeat steps froms, Repeat step (2),(3) and (4).
21t05. 6. If best fit has been obtained, then stop the algari
7. If best fit hasn’t been obtained, repeat steps flom
2.2.2. Memetic Algorithm to 5.

MA was developed in the early 80’s by (Dawkins,
2006) when he was coining to the theory of Universa
Darwinism and stating that evolution is not exchesto PSO was developed in (Eberhart and Kennedy, 1995)
biological systems only but applicable also to apstem [95 PSO]. PSO was inspired by the social behavfor o
that adopts the principles of inheritance and sielec  flocks of birds migrating from one place to anothed
Inspired by both The Darwinian principle of natural how this flock with their cooperation find their avpath
evolution and Dawkins’ notion of a meme, the term till they reach their target (new destination) eaotution
“Memetic Algorithm” (MA) was first introduced by is called a “particle” and refers to a bird in tieck
Moscato in his technical reportin 1989 (Krasnogioal ., [last]. The evolutionary process here in PSO ifedint
2006). The representation of a solution in Memetic than that of GA; new birds are not created fromaiés
algorithm is in the shape of a string called through the process. Rather, the birds developr thei
“chromosomes” consisting of set of elements calledsocial behavior in order to move towards their

2.2.3. Particle Swarm Optimization Algorithm

“memes”(Elbeltagiet al., 2005; Krasnogoet al., 2009. destination. As a result, the process always ire@loth
MA’s main aspect is that all chromosomes and social interaction and intelligence to learn frorathh
offsprings are allowed to gain experience throudpcal local and global seardlElbeltagiet al., 2005.

search before being in the evolutionary process.sMA Each bird looks in a specific direction then they
work is similar to that of GA.s where an initial communicate together and identify the bird in tlestb
population is generated at random. A local seadhén location. As a result, each bird speeds towardbtst
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bird using a velocity that depends on its current
position. Later, each bird starts a new local searc
from its new current position and this repeats lualti
the birds in the flock reach their required dediora
(Elbeltagiet al., 2005).

Pseudo code for PSO

1. Initialize a random population of P solutions
(particles).

For each (i) belongs to P;

 Calculate the fitness of (i)

3. Initialize the value of the weight factor (w).

. For each particle (i):
Set the best position of the particle (i) as pBest
If the fitness of (i) is better than pBest, theh se

pBest to be equal to the fitness of the partigle (i
Calculate for each particle (i) velocity
Update for each particle (i) its own position

. Set gBest as the best fithess between all particls’

fitness.

6. Update the value of the weight factor (w).

7. If optimum solution is obtained terminate.

8. If optimum solution is not obtained, repeat stefsahd 6.

2.

2.2.4 Compact Genetic Algorithm

The poor behavior of simple Genetic Algorithms
(sGA) in some problems has led to the developmént o

mputer Science 10 (10): 1890-12994

using traditional recombination and mutation oparsat

T he main concept in this technique is to prevéet t
disruption of partial solutions contained in a pomd
solution by building a probabilistic modéHarik et al.,
1999h. This algorithm initializes a Probability Vector
(PV) and then two solutions are randomly generated
using this PV. The generated solutions are ranlesedb
on their fitness values. Then, the PV is updatestta
on these solutions. This process of adaptationimoeas
until the PV converges. The cGA represents the
population as a PV over a set of solutions andaiteg
the order-one behavior of the simple GA (sGA) with
the uniform crossoverHarik et al., 2006; 1999b;
Rastegar and Hariri, 2009 The cGA only needs a
small amount of memory; therefore, it may be quite
useful inapplications which have much memory
constraints (Harilet al., 2006).

2.2.5. Extended Compact Genetic Algorithm

The Extended Compact Genetic Algorithm (ECGA)
was proposed by (Harikt al., 1999a; Thyagcet al.,
2008). The idea of ECGA is to solve hard problems b
learning genetic linkage. ECGA is aparticular GAtth
uses the Marginal Product Model (MPM) to summarize
important information on the population and to sk
new and may be also a better population (Thyetgs.,
2008). Moreover, ECGA represents the joint proligbil
distribution of genes or variables. Unlike the magsed

other types of algorithms such as compact Geneticin cGA, MPMs. in ECGA can represent the probability

Algorithm (cGA) (Rastegar and Hariri, 20p9Compact
Genetic Algorithm (cGA) is an Estimation of
Distribution Algorithm (EDA). The Estimation of
Distribution Algorithms (EDAS) is a class of algidwins
which has been developed recently.

Pseudo code for cGA

1. Initialize a probability vector p[i] and all itglues is
equal to (0.5).

2. Generate two new chromosomes x and y.

3. Make the two chromosomes (x and y) compete

together.

A winner and a loser chromosome will be the outp

from step (2).

Update the probability vector according to thaner

chromosome from step (3).

If the vector has converged, then stop the dlgor

If the vector didn’t converge, repeat steps fito 5.

No

The cGA is one of the simplest algorithms that
generate offspring population according to thenested
probabilistic model of the parent population instesf
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distribution for more than one gene at a time (yemtd
Goldberg, 2000). Furthermore, ECGA adopts the
Minimum Description Length (MDL) as the criterioa t
determine how good the learned joint probability
distribution is. ECGA is considered to be reliakled
accurate because of the ability of detecting bogddi
block (Hung and Chen, 2006). Harik's numerical
experiments indicated also that ECGA has better
performance than a simple GA does when solving hard
problems (Thyaget al., 2008).

Pseudo codefor ECGA

1. Initialize a population of size (N) randomly

2. For first generation, each (i) in (N);

Find the fitness value of each individual
(chromosomes)

Perform a tournament selection of size (s).

Build a probabilistic model for the population
using a greedy MPM search

Sample the probabilistic model generated for
appearance of new individuals

JCS
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3. If MPM model has converged, then terminate. Many computational methods have been used in

4. 1f MPM model hasn’t converged, repeat all steps onorder to find the minimum free energy which leads
step 2 until convergence of MPM model has beenthen to the stable conformation three-dimensional
obtained structure of the protein. But it was found to bewe

difficult to find the minimum free energy of thelf®d
ECGA is an algorithm with clear features and stepsprotein (Unger and Moult, 1993).

as stated above in the pseudo code of the ECGAAECG  In this research the chosen algorithms for this
starts by initializing a population with size (Nyndomly. comparison were the MA since it's better than sianpl
Afterwards, ECGA finds the fitness value of each GAs in their learning properties in each generatR80
individual in the initialized population. ECGA thetarts was the second chosen algorithm since it's a éasning
building a probabilistic model for the populatiosing a  and intelligent algorithm. The last chosen alganitivas
greedy MPM search. After the probabilistic modehige  the ECGA which is very capable in learning through
built for the population, the model is being sampler  generations and obtaining their best properties and
new individuals to be created. The ECGA stop doter  handing it out through generations to help in kegpi

occurs only when the MPM model has converged. Inalways the best properties of the population.
case the MPM model hasn't converged, a new .
population is generated using the available MPM ehod 2-6. The Proposed Structure Model for Protein

and all steps being done before by ECGA are regeate Folding Problem

until the MPM model converges. _ In this section we will illustrate the protein faid

Two features of ECGA are considered to be very hronosed structure model which has been used th rea
clear which are the algorithm’s population and sid®.  the most suitable structure with equivalent minioiz
In ECGA, a remodehng for the pOpulatlon energy for Rhodopsin protein_

(chromosomes) occurs after each generation and that

why the structure of the models might not be véaple Pseudo code for the Proposed Structure Model

and so in return a concrete population is required, 1. Obtain the energy of the given Rhodopsin protein

moreover selection of elite chromosomes can't be using ECEPPAK.

replaced by a simple update as what occurs in cGA 2. Choose the required algorithm from the three given

(Harik et al., 1999b). for minimization (optimization) of output energy
From all the above stated properties of ECGA, it is from step 1:

clear that ECGA can speed up the solutions of the * For(i=1to3)

problems that are partially deceptive. That's why Choose ALG

ECGA is much more preferable than normal cGA
(Harik et al., 1999bh.

Some proteins’ functionalities are important and
act as enzymes which in return act as a catalysit$o
chemical process which is essential for its
functionality. What makes the functionality of a
protein to be very accurate and highly specifi¢hs
surface pattern of each protein especially regardi
shape which is known to be very complicated, very
unique and individual. This accurate surface patter
generates from the unique three dimensional stractu
of each protein’s polypeptide chain. Therefore it's
totally believed until now that any protein can be
determined and understood from its amino acid chain
but the problem exactly we're facing is how the
information in the amino acid sequence can be yasil
encoded and translated to the three dimensional
structure which then is mainly responsible for this
protein’s functionality and that's what we so call
“protein folding problem” (Szilagyet al., 2007).
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v If(i=1)
Choose (Memetic Algorithm (MA)):
->Parameters entered:
1. Population size
2. Number of generations
3. Crossover rate
4. Mutation rate
*For (i=1ton)
- Calculate energy from Iteration
1(11)
- If (energy in 12<I1)
Complete calculating energy
Else if (12 > 11)
Print out “Error”
Else
Check if energy is stable and
doesn’t change anymore, then stop
and the equivalent structure
obtained is the optimum structure.
v Elseif (i=2)

JCS
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Choose (Particle Swarm Optimization  Table 1. Results of ECGA, PSO and MA

Technique (PS0O)): Alg./population size 80 192 288
->Parameters entered: MA -12.96 -12.32 -10.29
1. Population size PSO -12.93 -12.85 -11.72
2. Number of generations ECGA -12.97 -12.76 -11.82
3. V max
4. W The next step shows how to find suitable techniques
«For (i=1 to n) to minimize the energy evaluated as much as passibl
> Calculate energy from lIteration until the optimum structure of the Rhodopsin pnotisi
1(11) reached and that was performed using three differen
- If (energy in 12<I1) evolutionary algorithms which are: Memetic Algorith
Complete calculating energy (MA), Particle Swarm Optimization Algorithm (PSO)
Else if (12 > I1) and Extended Compact Genetic Algorithm (ECGA)
Print out “Error” which were implemented using Microsoft Visual C++.
Else A special dll file called “alleg40” was used in erdto

Check if energy is stable and perform the drawing of the protein in the coding
doesn't change anymore, then stop partition which allows the connection between the
and the equivalent structure €energy evaluation file obtained from the ECEPPAK an
obtained is the optimum structure.  the ECGA coding to perform the final drawing and

Else if (i = 3) structure for the optimum structure of the Rhodopsi
v' choose (Extended Compact Genetic protein. This special alleg40.dll file is used nhpdor
Algorithm (ECGA)): graphics in games. The result of trying to reacé th
S Parameters entered: optimum structure has been drawn step by step thtil
1. Population size optimum structure with minimum energy reached using
2. Chromosome length the Ramachandran Plot Explorer which is designed to
3. Seed make it easy to examine the conformation of a
4. Cross over probability polypeptide Table 1).
5. Tournament size The three algorithms proceed in clear progress
« For(i=1ton) towards the optimal interacting angles 3D structime
- Calculate energy from Iteration 1(11) generating individuals conforming to higher fitness
- If (energy in 12<I1) probability distribution in a clear GUI which alleathe
Complete calculating energy user to choose which algorithm to choose to perform
Else if (12 > 11) the chosen protein.
Print out “Error”
Else 3.RESULTS

Check if energy is stable and doesn't )
equivalent structure obtained is the Was obtained from the Extended Compact Genetic
optimum structure. Algorithm (ECGA). _
Else Print error. The second best energy result which was equal to -
11.72 was obtained from the Particle Swarm
Optimization algorithm (PSO).

The least energy result which was equal to -10.29
was obtained from the Memetic Algorithm (MA).

3. Repeat steps 2 and 3 for other non-chosen
algorithms to realize the best algorithm for
minimization of the Rhodopsin protein energy.

First of all we had to start to evaluate the enesgy 4. DISCUSSION
the Rhodopsin protein and that was done by theggner
evaluator package ECEPPAK. The ECEPPAK allows us  The main purpose in this research was to find the
to study the energy of the required structure & th structure in conjunction with the minimum energgittis
protein. So, the ECEPPAK helped us eventually al fi  compatible with the reached optimum structure @& th
out the individual energy. protein, the fithess of the individuals is calcathtin
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terms of energy. And of course in our researchbibst 5. CONCLUSION

algorithm used for the energy and three-dimensional

structure is the algorithm which was able to obthie In this study, the molecular required structure of

minimum energy which is almost near to that of Igde Rhodopsin protein which states the global minimuee f

result which is -12. energy state of the system has been obtained ey thr
Afterwards a comparative study was performed algorithms which was the best of them is the ECGA.

between the results and outputs of the three dlgosi The measurement of the probability distribution

on the same protein. quality is always done according to the Minimum

The best result obtained as mentioned in resultsDescription Length principle (MDL). Since the basie
section was from ECGA because ECGA has two veryECGA is the probability distribution as mentioned
important properties which made this result obtaine before, so in return the MDL concept prevents in
from it compared to the other two algorithms whish  accuracy and complexity and as a result probability
the “linkage learning” and “MPM models”. distributions of high quality are provided.

ECGA's linkage learning property helps in learning Moreover, the probabilistic model obtained from
properties of generations through transferring ¢hos each generation makes ECGA reflects the problem
properties of gene building blocks crossover whatk  structure more and so in return better performaisce
linked and related together by a certain propexguired  peing achieved through exploiting and exploring the
and preferred to be available in the coming gef@Tat  (e|ationship between the genes due to balancing bot
As a result, the whole solution will be swapped to gypioitation and exploration for a high quality ukts
divided sub problems instead of single genes whith In further research, other algorithms may be used o
help_a lot to work on individually to obtain better enhancements of ECGA also can be used (such as
solution output. IECGA) or other evolutionary algorithms (such ast An

ECGA's using MPM model as a structure helps in . .
. . : . . colony and Shuffled frog leaping algorithms) over
translating this structure easily to a linkage maih the Rhodopsin protein's energy so as to compare theltses

partition used. As a result, defining exactly whignes with the results from this study and find out bette

in the generation should be tightly linked together ™" ™ . .
through crossover in order to preserve their wanted®Ptimization for the protein folding problem of the
Rhodopsin protein if exists.

properties through other coming generations. , ,
The near result to that of ECGA occurred from the AlSo in proposed future work, a hyberdized model fo

PSO since this algorithm involves both social iatéion ~ PSO can be used to overcome the problem of local
and intelligence so that individuals learn fromittmwvn ~ Optimum fast convergence in it and compare theltesu
experience (local search) and also from the expegief
others around them (global search). 6. REFERENCES
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