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ABSTRACT

In this study, eight major factors playing sigrdiitt role in the Pima Indian population are analyZzekl
time data is taken from the large dataset of Nafidnstitute of Diabetes and Digestive and Kidney
Diseases. The data is subjected to an analysiodigtic regression method using SPSS 7.5 staflistica
software, to isolate the most significant factomsoag the eight factors taken. Then the signifidantors

are further applied to decision tree techniqueedathe Iterative Dichotomiser-3 algorithm whichdeao
significant conclusions about this diabetes disordleich poses to be a greatest threat to mankirtién
coming era. Conglomeration of data mining technigaed medical data base research can lead to life
saving conclusions for the physicians at critigalels to save the mankind.
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1. INTRODUCTION such tree models are classification tree or resludtee. In
these tree structures, leaves represent (Anéeakt 1999)
ID3 begins by choosing a random subset of theclassifications and branches represent conjunctiohs
training instances. This subset is called the windbhe features that lead to those classifications. Thehma
procedure builds a decision tree that correctlgsifees learning technique for inducing a decision treevfrdata
all instances in the window. The tree is then tkstethe  is called decision tree learning, or decision treks
training instances outside the window. If all thetances  decision theory and decision analysis, a decisiea is a
are classified correctly then the procedure halts.graph or model of decisions and their possible
Otherwise it adds some of the instances inCOfrecﬂyconsequences, including chance event outcomesjroeso
classified to the window and repeats the processs T costs and utility. It can be used to create a plareach a
iterative strategy is empirically more efficientath  goal. Decision trees are constructed in order tp hith
considering all instances at once. In building aisien  making decisions (Almuallim, 1996). A decision tieea
tree ID3 selects the feature which minimizes thigoply  special form of tree structure and a descriptivamsefor
function given below and thus best discriminate®agn calculating conditional probabilities.
the training instances. Data have been collectech fr Decision tree learning is a common method used in
about 768 Ind_ian Origin fe_males who were testedtier  y5i4 mining. Each interior node corresponds to a
presence of diabetes mellitus of which 268 weredolo arigple: an arc to a child represents a possialeevof

be positive. Sample of 336 records are selecteetidgl a4t variable. A leaf represents a possible vafuarget
the record sets with zero values. variable given the values of the variables repriesehy
1.1. Decision Trees in Data Mining (Quinlan, the path from the root. A tree can be “learned” by
1986) splitting the source set mto_subsets based orttehute _
value test. This process is repeated on each derive
In data mining, a decision tree is a predictive efigfhat ~ subset in a recursive manner. The recursion is et
is, a mapping of observations about an item to losiuns when splitting is either non-feasible, or a singula
about the item's target value. More descriptive eafor classification can be applied to each element & th
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derived subset. A random forest classifier usesratrer

of decision trees, in order to improve the clasatibn
rate. In data mining (Brodley and Utgoff, 1995kets
can be described also as the synergy of matherhatida
computing techniques that aids on the description,
categorization and generalization of a given sedaif.
Data comes in records of the form:

(Xi, y) = (%, X2, Xa.0 %o Y)

The dependent variable, vy, is the variable thatree
trying to understand, classify or generalize. Thieep
variables ¥, X, X3 are the variables that will help us for
predictions.

1.2. Building Decision Trees (Quinlan, 1993)

Top-down tree construction
Bottom-up tree pruning

1.3. Choosing the Splitting Attribute

At each node, available attributes are evaluatethen
basis of separating the classes of the trainingphes.
A Goodness function is used for this purpose
Typical goodness functions

Information Gain (ID3)

Information Gain Ratio

Gini Index

1.4. Information Entropy by Claude Shannon

In information theory, the Shannon entropy

(Ankerst et al., 1999) or information entropy is a Number of selected cases:
measure of the uncertainty associated with a randonfNumber of unselected cases:

variable. It can be interpreted as the averagetestor
message length, in bits, that can be sent to cornwamen
the true value of the random variable to a recipi€his
represents a fundamental mathematical limit onbidst
possible lossless data compression of
communication: The shortest average number otthits
can be sent to communicate one message out dieall t
possibilities is the Shannon entropy (Shannon, 11948
Formula for computing the entropy:

any

Shannon Entropy (p ,p ,...,.P
-p.logp, -p;logp, .- logp

1.5. Definition of I nformation Entropy

The information entropy of a discrete random
variable X, that can take the range of possiblelesl
{X1... %} is defined to be:
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=2.p(x)1og, (x)
I(X) is the information content or self-informatiarf X,
which is itself a random variable and p) & P(X = X) is

the probability mass function of X.

Iterative Dichotomiser-3 (ID3) is an algorithm used
to generate a decision tree. However, it does hadyes
produce the smallest tree and is therefore a heuris
Occam’s razor is formalized using the concept of

information entropy as:

m

le(i) =2F (i)oof (i)

]

2.LOGISTIC REGRESSION OUTPUTS
FROM SPSS7.5

Logistic regression method (Tsiehal., 1998) was
applied to bring out the significance factors lige,
obesity in the cause of the diabetes disorder, imaP
Indian diabetes database using SPSS 7.5 softwheseT
factors are fuzzified to form a sample decisiore thgy
ID3 algorithm.

2.1. Analysisof L ogistic Regression Results

Total number of cases (Unweighted): 336
336
0
Number of selected cases: 336
Number rejected because of missing data: 0
Number of cases included in the analysis: 336

After dependent variable Encoding and from the
observations ofTable 1, we find that the following
factors playing significant role in the cause dlibtes:

Age: Sig = 0.0337 so 97% confidence level

Body Mass Index: Sig = 0.0164 = 0.02 so 98%
confidence level

PDF (Diabetes Pedigree Function): Sig = 0.0216 so
98% confidence level. Implication of Hereditary
Nature in the disease

Plasma (Glucose Concentration in Saliva): Sig =
0.0000 100% confidence level as showikiig. 1
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Table 1. Logistic regression outputs from SPSS 7.5

Variables in the equation

Variable B S.E. Wald df Sig R Exp (B)
AGE 0.0408 0.0192 4.5086 1 0.0337 0.0767 1.0416
BMI 0.0761 0.0315 5.7548 1 0.0164 0.0938 1.0791
BP 0.0060 0.0132 0.2063 1 0.6497 0.0000 1.0060
INSU 0.23E-05 0.0014 0.0005 1 0.9822 0.0000 1.0000
PDF 1.0970 0.4776 5.2746 1 0.0216 0.0876 2.9951
PLAS 0.0362 0.0062 33.4697 1 0.0000 0.2717 1.0368
PRG 0.0736 0.0597 1.5197 1 0.2177 0.0000 1.0764
THICK 0.0111 0.0187 0.3525 1 0.5527 0.0000 1.0112
Constant -10.8272 1.4227 57.9161 1 0.0000

Logistic regression: Sig practice a statistical criterion can be appliedstmp the
AGE

tree from growing as long as most of the instarares
0.04 o :
classified correctlyig. 2.

0.02 23. Pesudo Code for [ID3 Algorithm
. (Grefenstette et al., 1990)
function ID3 (1, 0, T) {
PLASMA ‘BMI [*| is the set of input attributes
*QO is the output attribute
BLogistic regression: Sig *T is a set of training data
**function ID3 returns a decision tree*/
Fig. 1. Significant Factors from Logistic Regression output if (T is empty)
. . . {
2.2. The ID3 Algorithm Applied to Diabetes return a single node with the value
Database (Almuallim, 1996) “wrong”;
Select d bset W (called the “window”) } .
from?[heectraainirsg SZT subse (calle e “window’) if (all records in T have the same value for O) {

Build a decision tree for the current window. Setee ~ éturn @ single  node  with  that  value;
best feature which minimizes the entropy function H ;oo

H = Y-pi log p (optimal values are availabknd the  If (IS €mpty)
optimum entropy may be found by discrete probatiilis

methods). return a single node with the value of the mosfjdent
Where pis the probability associated with ¢lass. ~ Value of*O inT;
The entropy is calculated for each value. The sfim o /

the entropy is calculated for each value. The sdm o} )

the entropy weighted by the probability of eachueal /* case where we can't return a single node */

is the entropy for the feature. Categorize training COmpute the information gain for each attributelin
instances into subsets by this feature. Repeat thigelative to T; let X be the attribute with largesain(X,
process recursively until each subset containsT) Of the attributes in I;

instances of one kind (class) or some statistical Let{x_ilj= 1.2, .., m} be the values of X;

criterion is satisfied. Let {T_j| j = 1,2, .., m} be the subsets of T wh&nis
Scan the entire training set for exceptions to thepPartitioned according the value of X;
decision tree. return a tree with the root node labelled X andsarc

If exceptions are found, insert some of them into W labelled %, x;, Xs... Xn, where the arcs go to
and repeat from Step 2. The insertion may be dihere  the trees ID3(I-{X}, O, T_1), ID3(I-{X}, O, T_2)..
by replacing some of the existing instances in thelD3(I-{X}, O, T_m);
window or by augmenting it with the new exceptiolms. }
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AGE attribute to make further distinctions. So, we oédte
the entropy for the other two attributes under this
branch (Quinlan, 1987).
Middle A BMI H:
=1/3 (-1/1logl/1) + 2/3(-2/2log2/2)

=0
/ \ PLASMA H:

Small A Medium B = 3/3(-2/3 10g2/3 - 1/3 log1/3)
=0.636

Young BMI

Fig. 2. Sample of Decision Tree by ID3 Algorithm

-~ ) ) ) We use the attribute BMI as the second decisiorenod
Table2. Sample Fuzzified Dataset from Pima Indian diabetes \ynich has a minimal value.

database: (AIP, 2014)

CLASS BMI AGE PLASMA 3. CONCLUSION
A Small Young Less
A Medium Middle Less Data mining method using logistic regression implie
A Medium Middle Less .
- - ; that Age, Obesity, PDF and Plasma level are takert
A Big Middle High ] - -
B Medium Young Less care of for the onset of diabetes mellitus. ID3o&lhm
B Medium Young Less applied to the sample database gives the decisam t

prediction with major factors of diabetes. The papea

2.4. Application of 1D3 Algorithm in Samples of small scale tries to bring out the dominant factdosie by
Pima Indian Diabetes Database applying lIterative Dichotomiser ID3 algorithm of tda

_ _ - mining. As our mankind has a great threat of this

The ID3 algorithm builds a decision tree for pancreatic disorder more in the coming era the &amp
classifying the following (Nunez, 1991) Objectsngde data is chosen from diabetes database. The sameade
Data of Pima Indian Diabetes Database Class A:pq applied to any disease database on a largeisgrpl

Acquired Diabetes Class B: Non Diabetic. bring out more useful diagnostic findings before
First, we calculate the entropy for each attribute. complications affect the human population

BMI H:
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