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ABSTRACT

The Internet Protocol is the dominant network pecotaised in public networks today and has provelpeto
highly effective for wired networks and wirelesgwerks alike, provided network address allocatian be
coordinated. Mesh networks consisting of highly ifehdevices present new challenges, especially when
the assumption of coordination does not apply. €inetion where coordination is not readily possitsl
ad-hoc networks in isolated areas and in disastees both of which are characterized by deprivatib
infrastructure. This study describes our realizegtiof several problems that IPv4 and IPv6 netwarkin
faces in such contexts and provides a brief desmnipof an alternative network architecture for Isuc
situations, the Serval Network Layer and provida®e of the reasoning behind the design decisiorema
The Serval Network Layer is implemented as an agmmee user-space network layer with strong intrins
security characteristics and is able to be deplavitftbut any centralized coordination.
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1. INTRODUCTION (Innocentive, 2013). This study seeks to explaia th
motivations for this unorthodox approach and the
The Serval Mesh (Gardner-Stephen, 2010; 2011;benefits that it brings to the Serval Mesh softwdtrés
Gardner-Stephert al., 2012; 2013) is software for hoped that this will spur healthy discussion abidis
mobile phones and other devices to form securé; sel decision to the benefit of the mesh networking
organising and fully distributed mesh networks. §éhe community. The Serval Network Layer is
networks are intended to enable people to keepimplemented in the Serval Mesh software, the source
connected during disasters, as well as to suppert t code of which can be downloaded from (Gardner-
social and economic resilience and growth of peopleStephenet al., 2013), allowing examination and
living in isolated areas, low-income contexts arldeo experimentation by third parties. The compiled Skrv
environments where reliance on cellular infrastitetis Mesh software can be downloaded from the Googlg Pla
unavailable, unaffordable or unwise. An early v@msdf  store and run on devices running Android 2.2 oretew
the software has been trialed in Nigeria (ICIL, 2D1
In contrast to most mesh networking initiatives 2. COMMUNICATING DURING
(Anitha and Chandrasekar, 2011), the Serval Prdjast DISASTERS
elected to implement a custom network layer rathan
use IPv4 or IPv6. This unorthodox approach has draw  Most infrastructure and mesh networks are designed
significant attention, including through an intetioaal with peace-time assumptions, in particular, thatiabs
challenge to prevent atrocities (HU and USAID, 2013 on the network are able to access some sort of
and a global security technology competition coordinating centre, typically via the internet,imisome
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cases, in the local community itself. This allowet must be able to self-admit to the network, whickais
network to be deployed, managed, monitored andself-allocating a network address and without aaistic
operated in an efficient and effective manner. probability of causing a network address collisitinis

For example, cellular networks require registration gjso highly desirable that communications be ablée
with the network operator to enable a device ttippate  sacured, while keeping the software trivially easy
in the network. The network allocates the devi@estity deploy and operate.

on the network, in_this case a telephone numbeothan The need for self-allocation of addresses poses
common example is the use of DHCP and other IPesddr itficyities for a traditional IPv4 network. Whilén

allos\?tlr?n scherrr]]es on mgllny types of netwcr)]rk. K principle it is possible to define a large netwagace,

It tOUt SU%I atcoc(;r |?at|ng centre, t Iese r}ter;twotr Ssuch as the 10.0.0.0/8 space, the probability dfess
?rr?ctngnaﬁ)%seil oerkcc)) e?gtg?l'a c?erll ﬁ;?nggte'oﬁ' co:#n 4 collisions is non-trivial. Despite that space camitay 2
audmi![ new deaces aF;ld in most inl;tanceswcanno carr network addresses, due to the Birthday Paradox afte

. L nnoy only a few thousand nodes it becomes more liketynth

any traffic. Similarly on an IP network, without a . .
2 - not that there will be at least one address clailmgd
DHCP server or similar facility, new leases on IP : . :
ore than one node. This entails that nodes mtistrei

addresses cannot be offered and existing IP addres ) . .
leases will eventually expire. E]ave a separate identity from their IP addressthab

In some cases, such as IP networks, it is postible collisions can be resolved while the network israfiag,
self-allocate  an address. This is a non-trivial ©" that the network size must be constrained.

undertaking and lends itself to address collisiand a | l.f w?htak? t)hel techr:oipgytto thef quict?al_lin:tirtediha
variety of other configuration and interoperability owing the giobal populfation 10 participate n S

failure modes that are undesirable and enjoy free mobility, then IPv6 becomes strairasd
Unfortunately, during a disaster, the availabilitfy there are >2 people i the world and according to the

the network coor,dinating centre car’mot be assuret Birthday Paradox we need %host addresses to en-sure

this is often a time when it is vital to admit n ices. safe self-allocation. The situation becomes wofseei

to the network. For example, following the GreattHa consider the development of the Intemet of Thingwre

Earthquake of 2010, while partial cellular servisas g}g ;Ota.l glOb‘il device co_u?t Imagr/]V\{ell ?gcﬁagi ehver:
maintained, it is unlikely that the local carriengre evices at some point. n that ca 0s

able to register many new SIM cards for the infafx addresses are required. Yet due to the addressuséof
humani-tarian aid workers IPv6 there are only ®2 host addresses available, while

This is one of several challenges that was faced byInCurrIng a 128-bit address overhead. At best 1Bfiérs

S L R poor value and at worst it is illsuited to the task
thet Selrvazl PrOJ_e<t:t_|n Its objegt|vcte_ of n&ak!ng |Bz¢ale ¢ Even assuming that IPv4 or IPv6 could solve the
not only 1o maintain communications during a deast — 4qrag5 - gliocation problem in a dynamic and totally
but to actually roll out a network | critically

inf denied di h decentralised network, security is left unaddresdéd
infrastructure-denied disaster zones so that pecale  ,yqresses are not axiomatically tied to an iderifibat is,
communicate with one another, coordinate their

S ‘ some method of associating IP addresses and idenigt
responses, help to maintain rule of law and ultelyato  required, such as IPSec. Unfortunately, IPSecridrém

help their communities to suffer less damage, dbage  {rvial to deploy and has significant limitationshen

to recover faster and more completely. deployed in an environment that lacks a coordigatin
centre that includes a source of authority, suchaas
3. IPILL-SUITED FORFULLY- certificate signing authority. Yet private correagdence is
DISTRIBUTED, a critical need in disaster communications. Fomga,
INFRASTRUCTURE DEPRIVED personal data privacy laws are not suspended int mos
MOBILE NETWORKS jurisdictions and responders may need to commuicat

medical information of victims.

The Serval Mesh software was designed with the Without a secure means of transport, communications
disaster use-case in mind and consequentially, &f such information has significant risk of breaxhi
prominent design criterion was that it must be able privacy laws as well as the natural justice righptivacy
operate without any sense of a network coordinatingof individuals and therefore the need for secure
centre or service. Practically, this means thatiadsvy  correspondence cannot be ignored.
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Even assuming that IPv4 or IPv6 and IPSec posed admittance to the network and providing a simplé an

possible solution, for ad-hoc disaster responsevanks
these have a critical problem: not all devices udel
support for these protocols, especially IPSec. ddd®n
many devices the kind of network management aetvio
enable IPv4 or IPv6 to operate in a totally infacture-
denied environment is not possible without modiftzaof
the operating system, which typically requires asc®
some sort of centralised service to accomplish.

In short, there are considerable challenges togusin
the traditional IP-based networking approach fartatget
use case of enabling communications during theegahase
of disasters. This led us to consider non-IP bas&dions
and in particular a custom network layer implemerite
user-space so as to avoid the need for adminigrati
privilege on the host operating system, since swckss is
an unattractive proposition on mobile telephoneast @her
devices, assuming that it is even possible.

This user-space approach maximises the range o
devices that we can support and allows the respultin
software to be more portable, because there iad to
integrate with each additional operating systerstead,
all that is required is access to UDP or ethernekets
to allow tunnelling of the Serval Network Layer ove
existing IP transports, such as Wi-Fi. Moreoveingsa
user-space implementation allows for the rapid
development and integration of non-traditional rartw
transports, such as low-bandwidth packet radio
interfaces, which can then be made to run the $erva
Network Layer natively, without tunnelling over IPhis
is the method used to add UHF packet radio support

effective mechanism for securing communications
between any pair of nodes on the network, all witfamy
recourse to any coordinating centre or authoritgally
the resulting network layer will be more bandwidth
efficient than IPv6 to help conserve the limitechdbaidth
available on typical mesh networks.

The approach taken for the Serval Mesh was the
creation of the Serval Network Layer (SNL). The&ér
Network Layer uses 256-bit Elliptic Curve publicykeas
the primary network address and combines this is an
effective address abbreviation scheme that reduces
network overhead to IPv4-like levels, despite affgr
2'%’times more host addresses than IPve.

Elliptic Curve Cryptography (ECC) has several
advantages over the more common RSA and related
cryptographic systems. First, in well designed ECC
systems there are inconsequentially few bad kelat T
fs, a 256bit key space contains approximatéf§ @sable
keys and so a compact key space is usable. Inasgntr
systems that operate by multiplying two (hopefupyime
numbers to produce a public key have a key demsitly
below unity and even ignoring that problem, thenetioues
to be a growing body of research that suggestsRS#t
and related dualprime systems are vulnerable éorifying
variety of vulnerabilities. Indeed, the resultd efistraet al.
(2012) should give considerable pause to any newtia
dualprime based cryptographic system where sulmtant
quantities of public keys can be easily collected.

A related benefit of well constructed ECC systems i

the prototype Serval Mesh Extenders. The user-spacehat signatures and message authentication codebeca

approach also considerably simplifies simulatiord an
testing, because the network can be virtualise@dtbna
number of Serval Mesh processes and as a result th
automated tests of the Serval Mesh source codeded
number of network topology tests that can be run in
seconds to minutes and that would ordinarily rezttie
use of complex simulation machinery of some sohie T
performance impact of the network layer being ierus
space is discussed in a later section.

4. AN ALTERNATIVE
APPROACH: MERGING
PROVABLE NODE IDENTITY
AND NETWORK ADDRESS

The fundamental challenges outlined above are
establishing a network layer that has large en@aghiess
space to allow potentially hundreds of billionsdefvices
to safely self-allocate network addresses to fatdiself-
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as small as 64 bytes, or even less in some ideal
situations, allowing all packets to be authentidatbus
Securely binding network addresses to identitied an

._rendering spoofing of address impractical and hence

obviating the need for more complex and probakiisi
approaches (Manjula and Chellappan, 2012).

Related to the above, because network addresses and
public keys are unified, it becomes trivial to eyptr
communications between pairs of nodes using a iffi
Hellman shared secret calculation using the sending
parties private key and the receiving parties mukdy.
Consequentially, the Voice over Mesh Protocol (VQMP
created for the carriage of live voice calls ovex Serval
Network Layer is encrypted and authenticated byulef
Techniques are still required to address Man-irntidle
attacks, the protocols of which will be described ifuture
paper, along with the Voice over Mesh Protocolfitse

A further significant advantage of this approach is
that secure communications can occur in a highly

ICCNT
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partitioned network, because no key exchange mi@mes responds. Abbreviations are re-encoded from thipieets
information needs to be exchanged in order to eraat  perspective before being forwarded to the new nept
encrypted or authenticated communication between tw  Abbreviated addresses can be as short as 8-hitg usi
parties. This is a vital characteristic for disaste a combination of tokens and abbreviated addresses,
response and remote area networks where the nodwhich can result in a network layer header thamsgiller
density may be too low to sustain a continuously than an IPv4 network layer header. As in many insta
connected network. This property has been used tdhe next hop and destination address can be idéntic
implement an encrypted and authenticated textthere is a token that indicates that the destinatio
messaging  protocol, MeshMS, that allows matches the next-hop. In general, abbreviated adése
acknowledged delivery of text messages over highlyuse as few bytes as possible whilst avoiding anilyigu
partitioned networks. An early version of MeshMS is Because abbreviations are local to a specific hdgansist
described in the work of Gardner-Stepletial. (2012), of the shortest prefix that uniquely identifies tddress to
but readers should note that the implementation haghe sending party, the abbreviations are most difpione
been completely overhauled since the publication ofor two bytes in length, offering substantial saging

that study. An updated description of MeshMS wil b The overhead of the Hanson packets and responses
the subject of a future paper. must be taken into account in calculating the total
Summarising the above, the result is that overhead. Hanson packets contain the abbreviatidre t

communications between parties on the network @n b?"lf’?zingd’ Azlggnson (rj%sponsbe packet r.méSt cgnt@in th
encrypted and authenticated, without recourse tp an clfases m)L/Jt86t <(';1Iso inlcgu?je trr?:?ulleel,rzlgbql:az”gf t%‘a?tm;
coordinating centre or authority, rather these uiest Yt

A ) . o the party providing the explanation. A complete
become intrinsic properties of the network its&his is abbreviation resolution, including the various othe

the approach taken by the Serval Network Layer thatyrotocol fields typically entails the transfer aftiveen 50
uses the Curve25519 ECC primitives from the NaCl and 150 bytes. Given that abbreviations are abate

cryptography library (Bernsteiet al., 2012). 3x32 bytes -31 byte = 96-3 = 93 bytes per packet, this
saving is typically recovered after just one or fraxkets.
5. ABBREVIATING NETWORK For packet streams, such as VoMP calls or Rhizdlme f
ADDRESSES transfers the overhead of abbreviation expansion is

amortised to well below one byte per packet.

As previously described, the Serval Network Layer
uses 256-bit ECC public keys as network addresses. 6. ON THE COMPUTATIONAL

Naively, this would result in 768 bit address head256 OVERHEAD OF THE SERVAL

bits each for source, destination and next-hop. ¢él@mn NETWORK LAYER AS A USER-

in many cases the next hop and destination ardicaén SPACE NETWORK

Moreover, a single node is unlikely to have moranth TRANSPORT

several hundred immediate neighbours and similigrly

unlikely to be witness to particularly large numbexf Most network layers are implemented in the kerffiel o

flows. Therefore, intuitively, it should be possiblo ~ the host operating system to avoid unnecessary myemo

abbreviate network addresses. A simplified overview copies between kernel and user space, so as tonfsaxi
of how this is achieved in the Serval Mesh is Performance. This is based on the high cost ofchimy

described below. Full source code is available forPetween kernel and user space on modern processor
architectures, typically due to Translation Looidas

The Serval Network Layer network header format is Buffer (TLB) invalidation and cache pressure issueth

made flexible to allow network addresses to beesged ~ ©ON€ Study suggesting typical process-to-processexbn
either in full, or in one of several abbreviatednfats. A SWitching penalties of around 30 microseconds (Bigo

sending node may elect to encode an address éither 2010), which is concurred by another study shovirg
full or in abbreviated form. The receiving node whe COSt ranging from a few to a few hundred microsdson
observing an abbreviated address either knows hwow tdepending on various parametersefal., 2007).

deduce the full address or not. If not, it senddamson On small mobile devices which are a primary focus
Packet to the sender requesting explanation of theof the Serval Mesh the story is a little differehirst,
abbreviation, to which the original sender, hopgful the cache resources are often much smaller anbeso t

those curious for the full details.
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rela-tive degradation due to cache issues is retitwe
some degree. In the case of processing networkdraf

caches are of limited value, because the dataws ne

understandable, do not detract from the utility and
practicality of our system.
First, this is a temporary affair, as we have fungdi

each time and cannot be cached and so the playingo implement a SOCKS over Serval Network Layer

field is substantially levelled.

facility that will allow tunnelling of IP traffic wer the

Overall, the gap in performance between small Serval Network Layer. The full explanation of this
embedded processors and “normal” processors islynost will be the subject of a future paper, but in shone

in the number of computations that they can perfpem
unit time and much less in the number of kernalder-

SOCKS facil-ity will tunnel TCP and UDP
connections using a custom Mesh Streaming Protocol

space memory transfers that they can perform piér un (MSP), that will incorporate network coding methods

time. To give an idea of the magnitude of this effe
consider the context switching speed of an Ath@2&1
(400MHz MIPS, 64KB instruction cache, 64KB datalec
running OpenWRT Linux) is compared with an Intel i7
(2.7GHz, ~4.5MB L2+L3 cache, running OSX 10.7.5).
Despite the huge difference in computational peréorce,
the Intel processor can perform only 3 to 4 timesnany
context switches per second (166,710 per secorbeoi?

similar to those described by Sundararajen al.
(2011), to offer substantially improved performance
over lossy wireless links than using TCP natively.
Second, in many ways it is helpful for the opematio
of a mesh network for applications to have to opte
use the mesh. On the one hand, this is becausdpis h
reserve bandwidth for critical mesh-enabled fumgijo
such as disaster communications. On the otheiiydsg

versus 49,028 on the MIPS using the well-known application writers the opportunity to consider the

contextl.c pipe-based context switch benchmark).

differences between relatively reliable internetwarks

Thus, while we agree with the general wisdom that compared with mobile wireless mesh networks. Fpr
unnecessary kernel to user-space context switchds a €xample, the need for more robust methods for uigali

memory transfers represent a cost that should bieled
wherever possible, the impact on mobile deviceshman
surprisingly slight. Thus, for our situation at deawe

with packet loss (as are being addressed in ourksDC
over MSP proxy), or more critically, the likelihoddat
the network will ordinarily be partitioned. Thisczad

find against the common wisdom that user-spaceissue requires rethinking data transport o) trmtasan(_:i—
implementation of a network layer are too slow and forward methods can be effectively leveraged (asun

indeed we find that performance is adequate. Indieed
our empirical testing to date we find that the parfance
of our user-space network layer is acceptable, botthe

400MHz MIPS AR9331 processor and on low-end ARM
processors found in sub-$100 Android smart-phones

Formal benchmarking of performance, while valualse,
beyond the scope of this study.

MeshMS text messaging protocol).

8. CONCLUSION

We have provided some explanations for our

‘unorthodox decisions that were made during thegdesi

of the Serval Mesh. We acknowledge that at thigesta
number of the assumptions and arguments are based

If performance does prove an issue on normalsplely on empirical experience and warrant theeotitbn

processors, such as the i7, then it is entirelgilda to
explore a kernel-resident version of the netwoslefao
completely obviate this concern. In other words,hage
gained much and lost little by starting with a uspace
implementation that may, or may not, end up in &ern
space on some operating systems in the future.

7. REGARDING
INTEROPERABILITY WITH IP
BASED APPLICATIONS

A concern that has been raised by a number ofgsarti
is that existing IP-based applications will notdfge to

of appropriate data that will enable us to at |leg@stntify
the impact of these decisions and guide future ugiol

of the Serval Mesh software. We look forward to any
discussion that this exposition generates.
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