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ABSTRACT

Software as a Service (SaaS) offers reliable adoessftware applications to the end users ovetriternet
without direct investment in infrastructure andta@fre. SaaS providers utilize resources of intedzah
centres or rent resources from a public Infrastmgctas a Service (IaaS) provider in order to séned
customers. Internal hosting can ample cost of agitnittion and maintenance whereas hiring from a$la
provider can impact the service quality due tovésiable performance. To surmount these drawbag&s,
propose pioneering admission control and schedwiggrithms for SaaS providers to effectively a#li
public Cloud resources to maximize profit by minzmg cost and improving customer satisfaction level
There is a drawback in this method is strengtthefalgorithms by handling errors in dynamic scemafi
cloud environment, also there is a need of madleiaeing method to predict the strategies and predie
according resources. The admission control proviokedrust model that is based on SLA uses different
strategies to decide upon accepting user requestsas there is minimal performance impact, avadin
SLA penalties that are giving higher profit. Maahilearning method aims at building a distributestem

for cloud resource monitoring and prediction tmaludes learning-based methodologies for modeHimd
optimization of resource prediction models. Thenasy methods are Artificial Neural Network (ANNhé
Support Vector Machine (SVM) are two typical maehiearning strategies in the category of regression
computation. These two methods can be employednfmtelling resource state prediction. In additioe, w
conduct a widespread evaluation study to analyZzehadolution matches best in which scenario to maé
SaasS provider’s profit. Results obtained througheotiensive simulation shows that our proposedritigos
provide significant improvement (up to 40% costisgyover literature reference ones.

Keywords. SaaS with Machine Learning, Cloud with Machine Ini/@g Techniques, ANN Better
Performance than SVM, Machine Learning Associatel Based Resource Provisioning

1. INTRODUCTION storage to customers in a “pay-per-use model”.

The

Cloud model is highly cost-effective as because

Financial Cloud computing is a new paradigm customers pay only for their actual usage without

providing usage of applications, platforms, or cotnmg miscellaneous costs and also scalable as its mbasdgd

resources such as processing power or bandwidth ochanging customer needs. Due to its credits, Cluasl
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been widely adopted in many areas, such as banikitagj, user request on VMs rented from several laaS peosid
industry, e-commerce and academy. Generally, CloudWe consider various customer’s QoS requirements and
services can be categorized as: Application (Soéwa a  heterogeneity of infrastructure. The key contribng of
Service-SaaS), platform (Platform as a Service-Pan8  this study are fourfold:
hardware resource (Infrastructure as a ServiceylaaS

Here, we focus on the SaaS layer that allows ends We provided mathematical models for SaaS

users to reliably access applications over therrete providers to satisfy customer’s requirements
without the burden of software related cost ancgimy + We proposed admission control and scheduling
effort (such as software licensing and upgrade)e Th algorithms for maximizing the SaaS provider's
primary objective of SaaS providers is to minimezest thereby minimizing cost and maximizing CSL

and maximize Customer Satisfaction Level (CSL) The. We utilize the machine |earning technique such as
above mentioned cost includes the administration SVM and Atrtificial Neural Network (ANN) to train-

operation cost, infrastructure cost and finallynaley up the system for dynamic scenario improving the
cost incurred by SLA violations. CSL depends onrdeg performance rate of the system
up to the SLA is satisfied. In general, SaaS prerid .  \ve evaluate our system to show which methodology

additional resources from a specific other laaS/igss.

Internal  hosting can create administration and 1 1 previous Research

maintenance cost while renting resources from glesin

laaS provider can impact the service quality offete Jobs surrendered into a cluster have dynamic

SaaS customers due to the variable performance. Téequirements depending on user-specific needs and

prevail over the above constraints, multiple laa®viders ~ demands. Thus, in utility-driven cluster computing,

and admission control are considered over here. cluster Resource Management Systems (RMSs) need
Acquiring resources from mu|tip|e laaS providers to be aware of these requirements in order to atoc

lends a large amount of resources with variousepric 'ésources effectively. Service Level Agreements

schemas and flexible cum varying resource perfocman (SLAS) can be used to differentiate different vabfe

to satisfy Service Level Agreement (SLA) specified JOPS as they define service conditions that thestelu

Service Level Objectives. Here, the admission abntr RMS_ agrees to provide for each different job. This

has been used as a general mechanism to aVoi§erwce Level Agreement acts as a bon_d betyveen a

overloading of resources and SLA satisfaction. But, gzﬂpgggag&eﬂ Cwﬁéire\\;\;r:ertizy é?fst:fei?iiseri:izd t(t)

(r:r:ier(r:?\r:niss?‘r?inpciﬂ:\riledifrr‘i:tﬁor:jogf(s)giigu?i(:\rglisssi]oomg deliver the required service. Calheiresal. (2011),

. A ) they presented a proportional share allocation
publicly. Thus, the following facts need to be ddesed e chnique called LibraSLA that takes into accoure t

to allow efficient use of resources that is offetedl jlity of accepting new jobs into the cluster basm
multiple laaS providers, where the resources can begneir SLA. They study how LibraSLA performs with
dynamically expanded and reduced on demand: respect to several SLA requirements that include: (

type of deadline to decide whether the job can be
+ Accepting new requests without impacting accepteddelayed, (ii) deadline regarding when the job neteds

requests be finished, (iii) amount to be spent for complgtin
* Mapping various user requests with different QoS the job and (iv) rate of penalty for compensatihg t
parameters to VMs user for failure to meet the deadline. Admission

« Deciding upon whether the new request should beControl is an effective method to avoid overutitioa
assigned to available resources or new VM must beof resources and for meeting user service demamds i
initiated utility drive computing environment.

Recent emergence of Cloud services and the fame of
Here, we provide solutions to the above problems byMapReduce model in Cloud environments make the
proposing a modern cost-effective scheduling atgors problem of admission control challenging. Jaideel.

and admission control technique to maximize thdipro (2010) they proposed a model that allows one teroff

of Saa$S provider’s. These proposed solutions aneci  MapReduce jobs in on-demand service basis. They

to maximize the number of the efficient placemeht o presented a learning method based opportunistic
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algorithm that accepts MapReduce jobs only wheg the remarkable work exists on how in the literaturet, hot
are unlikely to surpass the overload thresholdbgehe much work has focused on actually identifying how
service provider. SLOs having impact on the specific penalty clausés
The algorithm proposed in (Jaidegl., 2010) meets  involvement of a trusted mediator is necessargsolve
deadlines agreed by users in probably more than &% conflicts between involved parties. The main foofithe
cases. They applied an automatically supervisedreNai study (Reiget al., 2010) is on identifying particular
Bayes Classifier for classifying incoming jobs as penalty clauses that can be associated with an SLA.
admissible and non-admissible. From the admistgilef Buyyaet al. (2010), they investigated the method of
jobs, they then pick a job that is expected to nie&t use  scheduling user’s tasks according to a user-cewalioe
of service provider utility. Also, an external styision  metric called utility or yield. User specified valuis
rule automatically evaluates decisions made by thesmart way for apportioning shared cloud computing
algpnthm in review and trains the classifier. Tlesgaluate  osources and it is fundamental to economic appesac
their algorithm by modeling a MapReduce clusterté®s ¢, nanagement of resources in linked grids ortehss

n the Clou_d that offers. a set of MapReduce jobs asDesplte that, commonly used batch schedulers dgetot
services to its users. Their results shows thdinigoe of e .
T : SO . support user specified value-based scheduling laek t
admission control is useful in minimizing failurdge to . ) : )
has been little study of its use in the literatuféey

overutilization of resources and by choosing jobatt . -
maximize profit of the service provider. introduced heuristics for value-based cloud usek ta

As cloud computing becomes extensively deployed,SChed”"”Q using a simple fo_rmulation_ of_valuey\fil_nich
progressively cloud services are offered to endsisea 2 1ask’s yield gets decayed linearly with its wagttime.

way of “pay-as-you-go” manner. Scheduling the They also have shown the functioning of value-based
dynamic user's service requests in a cost-effeatiith task scheduling heuristics in a framework for acinis

less SLA violations is one of the most difficulopfems ~ ¢ontrol, where clients negotiate for task servicsis
of Cloud Service Providers (CSP). To deal with this heuristics balance the risk of future costs agathst
challenge, in (Leest al., 2010) they first establish a Potential for gains in accepting and schedulingdas
cloud service request model with SLA constraints an I formal method, distributed Support Vector
then present a new optimization algorithm for profi Machines (SVM) algorithms are trained over pre-
driven service request scheduling based on dynamiconfigured cloud environments to find out an optiga
reuse, which takes account of the personalized SLAClassified solution. These methods are very pegex
characteristics of user requests and current systen@nd costly for large datasets. Hence, in (Catak and
workload. Their proposed algorithm constructs a onBalaban, 2012) they proposed a method that is
demand resource pool of dynamic virtual machines,mentioned as the Cloud SVM fraining mechanism
attains optimal cloud service request scheduling in(Cloud-SVM) in a cloud computing environment with
sensible time and thus considerably reduces opesdti MapReduce technique for applications of distributed
costs of cloud service providers thereby increaséitp ~ Machine learning. Consequently, (i) SVM algorithen i
of CSPs. Their simulation experiments show thatrthe frained in cloud storage servers working concufyent
proposed algorithm improves virtual resource wtiizn (i) Merging all support vectors in each trainedud
and increases profits of cloud service providersnode; and (iii) iterate these afore mentioned steps
compared with several baseline algorithms. the SVM converges to the optimal classifier funetio

A Service Level Agreement (SLA) characterizes an Their results of this study are important for trag of
agreement between a particular service resourcedaro  large scale data sets for machine learning appicsdt
and a user of service. SLAs enclose Quality of iBerv  They provided that iterative training of splittedta set in
attributes that must be maintained by a resourcecloud computing environment using SVM will converge
provider. These are typically described as a set ofto a global optimal classifier infinite iteratioize.
Service Level Objectives (SLOs). These attributesdn Cloud computing facilitates security, privacy and
to be measurable and must be monitored during theeliable medical data access. Maithglial. (2012) they
service provision that has been agreed in accoedtmc focuses on cloud computing services that can be
the SLA. The SLA must also contain a set of penalty extended to medical diagnosis of cancer as well as
clauses specifying what happens when service peowid choice of treatment strategies. An Artificial Neura
fail to deliver the previously agreed quality. Altigh Network (ANN) judges the possible re-occurrence rat
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of tumors correctly in most of the cases by usiagpad
obtained from lymphatic node of positive patierts.
new framework for cloud computing called User

Request Length: Amount of Millions of Instructions
(MI) are required to be executed to serve the
particular user’s request

Interface Medical Services (UIMS) is devised. Diagjs
of cancer disease is carried out using ANN and the1.4. SaaS Provider
implementation in cloud environment enhances the

efficiency and accuracy of diagnosis. A Saa$S provider hires resources from laaS providers

] and leases SaaS to users. SaaS providers aims at
1.2. System Implementation minimization of functional cost by efficiently usgjn
1.2.1. System model resources from laaS provjd_ers and improving Custome
Satisfaction Level by providing parameters of SLt&t
Here, we introduce a model of SaaS provider, are used to guarantee QoS requirements of accepted
which consists of “admission control and scheduling users. From SaaS provider’s point of view, theeetao
system” along with its actors as depictedFiy. 1. layers of SLA with both users and resource prowidér
The actors are namely users, providers of SaaS ang essential to establish two layers of SLA, beeaBsA
providers of laaS. The system consists of bothwith user can help the SaaS provider to improvese
application layer and platform layer functions. @dio by gaining users trust of the quality of servickASwith
users on submitting their QoS requirements requeskesource providers can enforce resource providers t
the software from a SaaS provider. deliver the satisfied service. When any user in the
The platform layer uses admission control to infer contract violates its terms, the defaulter hasap for the
and analyze the user’s requirement of QoS parameterpenalty according to the clauses defined in the SLA
and decide upon whether to accept or reject thaesq )
1.5. laaS Provider

based on the potentiality, availability and pri¢é/atual

Machines (VMs). Then, the scheduling component is  An laaS provider Resource Provider (RP), offers
responsible for allotting resources that is based o Virtual Machines to SaaS providers and it is inrgea
admission control decision. There are two SLA layer for dispatching images of VM to run on their phydic
with both users and resource providers, that anoted resources. The SaaS provider platform layer usagés
as SLA (U) and SLA(R) respectively. of VM to create instances. It is necessary to distab

SLA with a resource provider called SLA(R), becaiise
1.3. Actors P R)

131 User

enforces the resource provider to guarantee QoS. In
addition, it provides jeopardy of transfer for SaaS

providers, when the SLA terms are violated by reseu

In user’s side, a request for application is sena t
SaaS provider's application layer with QoS
constraints, such as budget, deadline and penatéy r .
Then “admission control and scheduling” algorithms .
are utilized to admit or reject this request. Ifeth
request is accepted, a formal agreement-SLA (U) ise
signed between both parties such that to guarahtee
QoS requirements such as response time that inglude
the following properties:

» Deadline: Maximal time user would like to wait for
the result

e Budget: Amount user is willing to pay for the e
requested services

e Penalty Rate Ratio: Amount given for consumer’s
compensation when the SaaS provider misses the
deadline

* Input File Size: The size of users input file
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provider. The SLA(R) includes the following propest

Service Initiation Time: Time taken to deploy a VM
Price: Amount the SaaS provider has to pay per hour
for using a VM from a resource provider

Input Data Transfer Price: Amount the SaaS
provider has to pay for data transfer from local
machine (their own machine) to resource provider's
VM

Output Data Transfer Price: Amount the SaaS
provider has to pay for data transfer from resource
provider's VM to local machine

Processing Speed: Fast at which VM is processing.
Machine Instruction Per Second (MIPS) is used as a
unit of a VM'’s processing speed

Data Transfer Speed: The fast at which the data is
transferred. It relies on the location distance alsd

the network performance

JCS
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User

. ca
L Keyn f

1. Request software service 6. Response accept | reject
Saa$ provider ¥ a
Application layer \
Software application Software application

Platform layer

2. Analyze )
Admission control - = Scheduling |
\ L _ 5. Decision L ) /
3. Request | 4. Response VMs 7. Scheduleon VMs
IaaS provider 4

Fig. 1. A high level system model for application senscalability using multiple laaS providers in Cloud

1.6. Profit model (PG™), data transfer costD(TC;™), VM initiation cost

At a given time instant t, | be the number of aiii ~ (IC{™) and penalty delay cosPOC™) (to compensate
initiated VMs and total number of laaS providerdésioted  for miss deadline). Hence, the total cost is gi®n
by J. Let laaS provider j provide; Wpes of VM, where  processing the request on VM i of type | on laaS
each VM type | has jPprice. The prices/GB charged for provider j Equation 2:
data transfer-in and -out by the laaS provideejiaiPrj and
outPrj respectively. Let (inif) be the time taken for ~ COS{™ = PG™+ DTG™+ IG*"
initiating VM i of type |. Let us assume a new usebmit a +PDGPY;0i01,jOJ3,I0N,
service request at submission time stihTo the SaaS
provider. This new user offers a maximum pric€"B The processing cosPC™) for serving the request is
(Budget) to SaaS provider with deadline"{and Penalty dependent on the new requests processing time

new H ew W H
Ratep™". Let inDS®" and outDS™ be the data-in and -out (procT™) and hourly price of VM (type I) offered by
required to process the user requests. S e _
Let Cosf™ be the total cost incurred to the SaaS 'aaS provider j. ThusGi™ is given by Equation 3:

provider by processing the user request on VMtypé |
and resource provider j. Then, the prafitof " gained

by the SaaS provider is defined as Equation 1: Data transfer cost as described below includes cost
for both data-in and data-out Equation 4:

@)

qu‘leW: proc'il'l"ewx POOLPION 3

Prof [*" = B"™"- Cost,™" [0 I,j1J,0 N (1)
DTC" =inDS™"x inPrj + outDS*"

ijl

- (4)
xoutPri, ;0j0 J,I0 N

The total cost incurred to SaaS provider for adogpt
the new request consists of request’s processirsg co
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The initiation cost (Ci™) of VM i (type I) is

dependent on the type of VM initiated in the dagater
of laaS provider j Equation (5):
ICHEW

rew = iniT,, xP,;0i01,j03,10N,

()

In Equation (6) penalty delay cosPC™ ) is how

much the service provider has to give discountgers
for SLA (U) violation. It is dependent on the pdyahte
(B"™") and penalty delay timePOT*") period:

PDG™ =p™"x PDT*™ {110 1,j0 3,10 N (6)

The investment returnréti™) to accept new user

request per hour on a particular YM laaS provider js
calculated based on the profiprff®") and time (T;*"

ijl ijl
Equation (10):

ret)™" = (20)

pro]},"eW /]""EW;IZIiIZI 1L,jOJ, 10N,

1.7. Support Vector Machines (SVM)

In the field of machine learning, Support Vector
Machines (SVM) offers most robust and accurate
classification method due to their generalized prties.
Having sound theoretical foundation and also proven
effectiveness, SVM has successfully applied in many

To process any new request, SaaS provider eitimer cafie|ds. We apply such effective technique to tramour

allocate a new VM or schedule the request on aadir
initiated VM. When the service provider schedules t
new request on an already initiated \khe new request
has to wait until VM ibecomes available. Thus the time
for which the new request has to wait until it star

processing on VM iis thlpFOCTijkl, where Kis the
number of request yet to be processed before the ne

request. ThusPDT* is given by Equation (7):

PDT;®" ={ t +ZE procTijf + procTijr”

(7)
-DL™,iprocTijl ™" +iniT; + DTTIijl "~ DL "

DTT;* is the data transfer time which is the

summation of time taken to upload the inpitD(T;*"
and download the output datauDT;*") from the VM,
on laa$S provider j. Thus the time of data transeyiven
by Equation (8):

DTT™ =

ijl

inDT,™"+outDT,"™0i01,j0J,I0N (8)
Thus, the response timg;f") for the new request to
be processed on VMbf laaS provider j is calculated in
Eq. (9) and consists of VM initiation timen(DT;*"),
)
) and penalty delay timePOT;*")

request’s service processing timeprdcT;®"), data
transfer time OTT;*"

Equation (9):

'I'ij'}eWZ::lprocTijkl proc]™" , if new VM is not initiate
= proc®™ +ini, +DTE™, if new VM is initiate
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system to choose a best scenario that already hegpe
successfully during training is now followed in tiag.
This machine learning techniques are more adaptable
our dynamic cloud environments, thereby increasimgy
percentage of efficiency.

SVM implements the Structural Risk Minimization
Principle which seeks to minimize an upper bounthef
generalization error, which eventually results iettér
generalization of SVM than that of traditional tecjues.
The training of SVM is equivalent to solving a lmky
constrained convex quadratic programming problech an
therefore the solution of SVM is always globallytioml
and free from local minima. In fact, the solutieaanly
determined by the support vectors which are a $ufse
the training data so that the solution is ofteny\aarse.
Another advantage of SVM is that its solution does
depend on a data dimensionality, unlike that ofyrather
methods and this makes it an attractive choiceléaling
with high dimensional datasets.

Given that the data cannot be always linearly
separated in an input space, SVM performs their
mapping into another, a higher dimensional feature
space where the data are supposed to be linearly
separated. So called “kernel trick” allows not to
calculate this mapping explicitly. Instead, the miag
into the feature space is implicitly defined by ertel
function computing the inner product of two feature
vectors corresponding to two inputs. In some caies,
the data are noisy, there can be nonlinear separati
the feature space. To deal with this obstacle, the
following (dual) optimization problem is to be set\

Support vector machine is a supervised learning
method in statistics and computer science, to aealy
data and recognize patterns, used for regressialysis
and classification. The standard SVM takes a setmft

JCS
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data and predicts. In this standard SVM for eackhef investment and resource provider efficiency minimgz
given input, that is of two possible classes wHhmms the failures and penalties as representdei@<.

the input that makes SVM a non-probabilistic binary .

linear classifier. Note that if the training date #inearly 1.8. Working of SVM

separable, we can select the two hyper-planes @f th  |n machine learning, Support Vector Machines
margin in a way that there are no points betweemth (SVM) is a supervised learning model with assodate
and then try to maximize their distance. With tledptof  |earning algorithms that analyze data and recognize
geometry, we used to find the distance betweenethes patterns which are used for classification. Hereuse
two hyper-planes is 2/||w||. Given some trainingd® a  the SVM to classify the success of ROl while altaug

set of n points of the form Equation (11): a resource for a user cloud service request. Tinet it
the SVM training encompasses the set of parameters
D={(X,y)IX, OR"y, O{-1,3 ", (11) from both user request (Deadline, Budget, Penaitie R

Ratio, Input File Size and Request Length) andother
where, X is an m-dimensional real vector, iy either-1 related information of laaS provider (Service Hhtitbn
or 1 denoting the class to which pointbélongs. SVMs ~ Time, Price, Input Data Transfer Price, Output Data
aim to search a hyper-plane that maximizes the imarg Transfer Price, Processing Speed, Data Transfexd$pe

between the two classes of data in D with the ssall This mapping operation of User request to an
training error. This problem can be formulated he t available resource or the laaS provider resource is
following quadratic optimization problem Equatick2}: needed to be analyzed for SVM training using the

existing SLA based technique. The input comprises o
inimize - P(w bE = L TR aforementioned details represented as matrix and
minimize : P(w,b§ == [ wl SR (12)  denoted by xand w is the weight value matrix whose
subjectto:y ((we (x ) br & whe = product is summed with bias value to give the class
value. This is given by:

For i =1,...,m, where; slack variables and the cost
of each slack are is denoted by the constant Cishat
trade-off parameter which controls minimizing the . _ .
training error and the maximization of the margie This above equation marks a central classifier
decision function of SVMs is f(x) = Wp(x)+b where the margin. This can be bou_nde@ by soft margin at egie s
w and b are obtained by solving the optimization using the following equation:
problem P in (12). By using Lagrange multiplierise t
optimization problem P in (12) can be expressed as
Equation (13):

X;.w+b=0

X, w+b=1

The input of SVM is always plotted as data points i

o 1+ 1 1 the graph. Initially during training the weight ual is
minimize : F )=§°‘ @ -a'l (13) adjusted such that to get the expected outcome i.e.
Profit/ROI denoted as binary value true with “1” @er
the equation pw+b = 1 and “0” denotes the Loss in ROI.
This weight value of successful ROI is utilized for
testing phase. During testing, the new request xs
need to be analyzed with previously obtained w \Witis
value b. If it results in 1 then allocation proceslu
followed during testing will lead to profit else ihay
incur a loss. Thus the classified output is givgn b

subjectto:xa < Cwhere'y =

where, [Q} = yiyjcpT(xi)cp(x,-) is the Lagrangian multiplier
variable. There is no need of knowing but it is
necessary to know is how to compute the modifiegin
product which will be called as kernel function
represented as K(x;) = @' (X)@X). Thus, [Q] = viy; K
(xi,%). Choosing a positive definite kernel K, then
optimization problem P is a convex Quadratic

Programming (QP) problem with linear constraintsl an Yin™ X W+ b= 1, Profit

can be solved in polynomial time. %4, Wt b= 0,Loss
The SVM predicted on training values are applied to
the new user request during testing. This decisimsen This is for when the minimum error is zero and may

according to test data aims in maximizing return of vary according to initial setting of parameters.
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Linear seperable dataset

. TR w,xtb=1

Rl 4 w.xtb=0

N
‘ /
/

Xi

Fig. 2. Classification of an SVM with Maximum-margin hypglane trained with samples from two classes. Sapgmztors are the
samples that are on the margin

1.9. Pitfalls of SVM .

» The SVM classification efficiency purely depends i
on initial selection of parameters *
» Parameter dependency make SVM more rigid and
inflexible to dynamic environment of cloud In a NN, each neuron is connected to the other
» It is a parametric model that cannot be altereerlat neuron by means of directed communication link and
makes SVM as static with fixed parameters with an associated weight. Each has an internak sta
* Requires testing input to be same in the formahas called as its activity level. Based on the sigrialwf
training else it does not classify direction they are classified as feed forward nekso
and feedback networks. The block diagram of a neigo
1.10. Artificial Neural Network (ANN) shownFig. 3.

Artificial Neural Networks (ANN) is systems thatear The following are the essential three elementdef t
deliberately constructed to make use of someneuronal model:
organizational principle resembling those of thenhn
brain. They represent the promising new generation
information processing systems. Neural Networks are
good at task such as pattern matching and claastdfic
optimization and data clustering. They have a large
number of highly interconnected processing elements

Patter of interconnection between neurons
Learning algorithm
Activation function

A set of connecting links called synapses; each of
the synapse is characterized by a weight or sthengt
of its own. A signal xat the input of synapses j

connected to the neuron k is multiplied by weight

called neurons, which usually function in paradiatl are
organized in regular architectures. The collective
behavior of a NN, like a human brain, demonstrétes

ability to learn recall and generalize from tramin °

patterns or data. NNs are characterized by:
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An added that performs summation of the input
signals

An activation function to limit the amplitude ofeh
neuron
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Output
Y

Synaptic weights Adder Activation Function
Fig. 3. Model of a neuron

1.11. Design of Neural Network where, g represents the logistic function which is
estimated at activation a. Then, w denote weiglstore
and whereas f denote the column vector of the
importance functions: f= [f,...,fs]. Then the “decision”
is generated according to the logistic regressiodeh

The weight vectorw can be adapted using Feed
Forward Neural Network (FFNN) topology. In the
simplest case there is one input layer and oneubutp
logistic layer. li is equivalent to the generalizidear
regression model with logistic function. The estieth
weights satisfy Equation (16):

The decision making problem for choosing an
optimal method of resource allocation in cloud den
addressed is via the tuning the coefficients foe th
constraints. It is helpful in simplifying the clowent’s
architecture associated with saving on both runtime
and memory. This decision making is also similar to
classification problem, for which artificial neural
networks exhibited to be a very suitable tool iarkture.
Artificial Neural networks can be adapted to leamnas
to make human-like decisions this would naturally
follow any alteration in the data set as the emrinent
changes which eliminates the task of re-tuning the
coefficients making its more adaptable for our dyita
cloud environments.

dw,=1,0sw<1 (16)

The linear combination of weights with inputs.f,f,

1.12. Feed forward Neural Networ k is a monotone function of conditional probabilitys
o . shown in Equation (14) and (15), so the conditional

We used a logistic regression model (resourcep ohapility of job to be offered can be monitorcbugh

provisioning) to tune the coefficients for the _ftjnns _ the changing of the combination of weights withtite
fi,...,x for the constraints and evaluate their relative f,,...f. The classification of decision can be achieved

significance. Thus the equivalent conditional piiliy through the best threshold with the largest esgémat
of the occurrence of the job to be offered is: conditional probability from group data. Then tHass

. - prediction of an observation x from group y was
§ = P(decisior= 1|y= § W | (14) determined by Equation (17):

g(a)=¢ /1+ é (15) C(x)=argmax P{f x|¥ k 17)

,////4 Science Publications 1291 JCS



R.S. Mohana and P. Thangaraj / Journal of Com&gamce 9 (10): 1283-1294, 2013

To find the best threshold, Receiver Operating

Characteristic (ROC) has been used to provide the

percentage of detections that are correctly classdnd
the non-detections which are incorrectly classifiedr
which, we employed different thresholds with range
[0, 1]. To improve the generalization performancel a

achieve the best classification, the Multi Layer
Perceptron (MLP) with structural learning was
employed. An Unidirectional flow of network

information in FNN avoiding backward flow Multi-lay
perceptron is shown iRig. 4.

1.13. Working of ANN

The same “n” parameters as in SVM are taken here as

input and fed in to “n” node of input layer paréllEhese
input parameters are manipulated in several
configurations to a get a better weight matrix tyiatds

a good result with minimal error at output layeurbg
training, for the given input the weight matrixadjusted

to get the desired result say “1” as Boolean value
denoting true in the profit. This updated weightninas
utilized for testing, during testing input of regtes
manipulated with weight values and the final reaulthe
output layer decides the success (profit) and fai(loss)

of the allocation scenario in accordance to thanitrg
details as same as SVM.

Fig. 4. Unidirectional flow of network information in FNN
avoiding backward flow Multi-layer perceptron

Input layer

Hidden layer

Output laver

////4 Science Publications

1292

1.14. Advantages of ANN over SVM

When the result is not profitable, it can check for
alterations in weight matrix to succeed using back
propagation. This makes ANN more dynamic
Adaptability in both training and testing make it
more appropriate for cloud environments

ANN is non-parametric model containing group of
hidden layer based on the input feature and does no
restrict the form of the input in testing to be saas
during training

Online training of neural networks is very simple
compared to online SVM fitting

Also in recent years there is a collection of novel
algorithms for training neural networks with many
layers in sophisticated ways

It is semi supervised making ANN more efficient
than SVM

2. MATERIALSAND METHODS

We used CloudSim as a Cloud environment simulator
and implement our resource allocation techniquehinvi
this environment. We observe the performance of the
proposed methodology over the existing SLA basedaino
in two perspectives namely the user and the resourc
provider. In the perspective of users, we examunaber
of requests are accepted and the fastness at whbih
requests are processed (called average resporee bm
SaaS provider's perspective, we analyze amountatit p
they gain and number of VMs that get initiated. 3 hue
use four performance measurement metrics nhamelgl Tot
profit measured in $, Average request response time
measured in ms, Total number of initiated VMs. We
examine our technique with the total of 500 users.

3. RESULTS AND DISCUSSION

The following Fig. 5 shows that the Artificial Neural
Network (ANN) achieves the highest profit (maximum
15% more than SLA model basadd SVM) by accepting
(45%) more users and initiating the least numbevids
(19% less than SLA model based, 28% less than SVM)
when arrival rate is increases from 100 to 500sTiki
because ANNaccept users with existing machines with
penalty delay. In the same scenario, SLA modeldasd
SVM achieve similar profit, but SVMaccepts 4% more
requests with 13% more VMs than SLA model based.
Therefore, in this scenario ANI the best choice for a
Saas provider. On the other hand, when arrivalisatery
large and the number of VM is limited, SV a better
choice compared to SLA model badmstause although it
provides similar profit as SLA model based, it qutse
more requests, leading to market share expanding.

JCS



R.S. Mohana and P. Thangaraj / Journal of Com&gamce 9 (10): 1283-1294, 2013

8000
7000

6000

5000

4000 B SLA model based

Total profit (8)

3000
2000

BSVM

B ANN
1000

0

100 200 300 400 500
Variation in user request number

Fig. 5. Total profit

900 -
800
700
600
500 -
400

300
200 1
100

B SLA model based

BSVM

Average response Lime (ms)

BANN

100 200 300 400 500
Variation in user request number

Fig. 6. Average response time

50

B SLA model based

VM initiated

BSVM

HANN

100 200 300 400 500

Variation in user request number

Fig. 7. Number of initiated VM'S

/////’ Science Publications 1293 JCS



R.S. Mohana and P. Thangaraj / Journal of Com&gamce 9 (10): 1283-1294, 2013

The following Fig. 6 shows that the ANN achieves in 5. REFERENCES
the smallest response time and accepted more nuwhber
users with less number of VMs. When the arrivadist  Buyya, R., R. Ranjan and R.N. Calheiros, 2010.

higher, the difference between response time fradNA InterCloud: Utility-oriented federation of cloud
and its next competitor SVM is twice of ANN. SLA computing environments for scaling of application
model based and SVMhave similar response times. services. Proceedings of the 10th international
However, there is a drastic increase in response When conference on Algorithms and Architectures for
the arrival rate is 500 because more requestscaspted Parallel Processing, May 21-2%pringer Berlin
per VM which delays the processing of requests. Heidelberg, Busan, Korea, pp: 13-31. DOI:

We can conclude safely that considering the respons 10.1007/978-3-642-13119-6_2
time constraints from users perspective, the blesice Calheiros, R.N., R. Ranjan, A. Beloglazov, C.A.Fe D

for a SaasS provider is still the ANN. Rose and R. Buyya, 2011. CloudSim: A toolkit for
The following Fig. 7 shows ANN initiating the least modeling and simulation of cloud computing
number of VMs (19% less than SVM, 28% less than environments and  evaluation of resource
SLA model based) when arrival rate is increasemfro provisioning algorithms. Soft. Pract. Experiencg, 4
“very small (100)” to “very large (500)". This agai 23-50. DOI: 10.1002/spe.995
confirms the effectiveness of ANN. Catak, O.F. and M.E. Balaban, 2012. CloudSVM:
Training an SVM classifier in cloud computing
4. CONCLUSION systems. Proceedings of the International

Conference on Pervasive Computing and the
We presented here a dynamica”y adaptab|e NetWOI‘ked W0r|d, Nov. 28'30, Springer Berlin

admission control cum scheduling algorithms for Heidelberg, Istanbul, Turkey, pp: 57-68. DOL:
efficient resource allocation to maximize profitdan ] 10-1007/978'3'642'37015j1_6

CSL for SaaS providers. Through simulation, we Jaideep, D., N. Maheshwari and V. Varma, 2010.
showed that the proposed work well in a differeimidk Learning based opportunistic admission  control

of scenarios. Our simulation results show that in algorithm for MapReduce as a service. Proceedings

average the ANN associated system with reduced SLA of the 3rd India Software Engineering Confe.rence,
violation gives the maximum profit (in average save Feb. 25-27, ACM Press, New York, USA., pp: 153-

more than 40% VM cost) among all other techniques 160. DOI: 10.1145/1730874.1730903
that ultimately focus on fastest response time amon Lee, Y.C., C. Wang, A.Y. Zomaya and B.B. Zhou, 2010

all other methods say SVM and SLA model based. In iroflt-dgyen sefrwr(]:e ;%q#elséEsélgegl\le”r:g in clpudsl.
future we are aiming to consider SLA negotiation in roceedings of the 10t nternationa

Cloud computing environments to improve the Conference on Cluster, Cloud and Grid Computing,

robustness. Here the SLA negotiation is primarily May 17-20, IEEE Xplore Press, Melbourne,

. . Australia, pp: 15-24. DOl:
based on the deadline of the work submitted by.user 10.1109/CCGRID.2010.83

Hence this can be extended to another dimenSionaMaithili A., R.V. Kumari and S. Rajamanickam, 2012

view of Cof‘s'de””g; bandwidth the user uses for Neural networks cum cloud computing approach in
process their task, time slot allocated for ther el diagnosis of cancer. Int. J. Eng. Res. Applic4ZB-

memory allocated for user service on the resoufce o 435,

Saas provider. We also liked to add different tyfe Reig, G., J. Alonso and J. Guitart, 2010. Deadline
services and other pricing strategies such as spot “;qnsrained prediction of job resource requirements
pricing to increase the profit of service provider. to manage high-level SLAs for SaaS cloud
Furthermore, to investigate the knowledge-based | 4yiders. University Politécnica de Catalunya.
admission control and scheduling for maximizing a

Saas$S provider’s profit is one of our future direct

for reducing run-time complexity. Resource provided

by SaaS provider could be optimized for the better

resource allocation scenarios in cloud.

////4 Science Publications 1294 JCS



