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ABSTRACT

A hybrid image compression techniques has beera®ato compress medical images. Due to the extens
use of medical images like CT and MR scan, thesdicakimagery are stored for a longer period fa th
continuous monitoring of the patients and the arhotfinlata associated with images is large anddupies
enormous storage capacity. So, the medical imaged to be compressed to reduce the storage cosbrand
transmission without any loss. In this study, artd/imethod which combines the Listless Set Paniittig in
Hierarchical Trees (LSPIHT) and the Contextual @ecuantization (CVQ) method for the compression of
brain images. Here, the region containing the nrapbrtant information for diagnosis is called Regiof
Interest (ROI) and this is to be compressed withaow loss in the quality. In this method, the RO¢éncoded
separately using LSPIHT and the Back Ground re{f8B) is encoded using CVQ. Finally, the two regions
are merged together to get the reconstructed im@ageresults show that the proposed method giveg ve
good image quality for diagnosis without any degldd loss. The performance of the compression tgagén

is evaluated using the parameters (CR, MSE, PSNKR)aghieved better result compared to other egistin
methods. As a result, we strongly believe thatgisior method, we can overcome the limitations dnagte
and transmission of medical images that are pratidag by day.

Keywords: Lspiht, CVQ, ROI, BG, MSE, CR, PSNR

1. INTRODUCTION compression rate. But in the case of losslesdnthage is
compressed without any loss in the quality.
|mage Compression techniques p|ay a major in all Recent StUdy shows that there has been greatsntere

areas, especially in medical image domain. The cagdi in lossy compression of medical images. Here ths Ip
images are stored for a longer time and it haseo b data are very minimal and there wont be any deglada
transmitted to other location like from one hodptm  loss in the quality of image for diagnosis by the
another hospital for reference. To store and transm radiologists. Nowadays, lossy compression techsique
these medical images, we need enormous amount ofre combined with scalar or vector quantization for
storage capacity and bandwidth. Due to the linutetiof efficient compression result.
storage and transmission, the medical images ale to Many compression algorithms (Gonzalez and Woods,
compressed. Normally, compression can be classified2009) produce high compression rates with affordabl
into two major categories. (1) Lossy compressiath @) loss of quality but physician may not accept angslo
Lossless compression. In lossy compression, théte w in diagnostically important regions of images. The
be a small distortion in the image with higher region which contains the more important informatio
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for diagnosis is referred to as region of inter&slvi
and Nadarajan, 2012). The main challenge

compressing medical images is to compress the ROI

region without any loss of important information.

multiple compression. But this method suffers froemy

in high computational complexity.

Recently, (Hosseini and Naghsh-Nilchi, 2012)
proposed a technique based on Contextual vector

In our work, we propose new technique based onquantization for CT image compression.

ROl and vector quantization (Lu and Chang, 2010).

In our work, we propose a similar ROI based hybrid

To achieve better compression rate, we combinetechnique for the compression of Magnetic Resonance

Listless SPIHT (Alam and Khan, 2012) with contektua
vector quantization.

The ROI region and the background regions are

Images which uses Listless SPIHT and Contextual
Vector Quantization.

encoded separately and the two encoded images ard.2. ROl Based Coding Techniques

merged to get a compressed image.

The outline of this study is as follows; Section 2
describes the material and methods used and th®®sec
3 deals with the results and discussion. Conclusioah

1.2.1. JPEG2K (Scaling M ethod)

In JPEG2K (Bartrina-Rapestat al., 2011), ROI
coding is the scaling method in which the wavelet

Acknowledgement, references are presented in Sectio coefficients belonging to the contextual regiore shifted

4,5 and 6, respectively.
1.1. Related Works

Vector quantization for lossy image compressioa is
widely accepted method and it is applied to diffiere
image compression schemes. The main aim of thissvQ

to generate code book which is used to represent th

image data. In VQ, the image is divided into n-

dimension training vectors. Based on the clustering
method, code book is generated and the index of theregion

code vector with lowest distortion is obtained frone
encoder during encoding process. Lowest distorison
calculated using the Euclidian distance. That ie th
lowest Euclidian distance between the input veetuad
each code vector in the code book. In the decodin
process the index of the code vector is searchetien
code book and the searched code vector is usethdor
reconstruction of the image.

For ROI coding, JPEG2K is the first method thatsuse
a scaling method of coding. In this method, ROIpghis
limited to circles and rectangles. The scaling rodsh
lead to two major problems in encoding. First,deds to
encode the ROI shape and if the shape is arbithany
coding will consume more no of bits which minimizes
the efficiency of coding.

Another method for ROI is the Maxshift method
(Sanchezt al., 2010), which uses the scaling factor 2s,
where s is the non-all-zero bit plane. A binary mgha
mask with more coefficients than pixels in the imag
ROI is formed. After decoding, the transform ROI
consists of coefficients with magnitude greatemtli2s
and these are scaled down by 2s. This method lacks
flexibility in scaling value and overflow of bitretam.

upward. Moreover this method allows the use oftiaatyi
scaling value. But it has some drawbacks. First,stape
information of the ROI needs to be encoded. Secind,
arbitrary ROI shapes (Sebal., 2010) are selected then the
coding will consume more number of bits which imntu
decreases the overall efficiency of coding.

1.3. EBCOT Coding

In this method, the input image is segmented i t
called foreground and the background,
respectively and shape adaptive Integer Wavelet
Transform (IWT) (Thorat and Jadhav, 2010) for lo&sy
lossless is applied to both the regions separdtamally,

the two bit streams (foreground and the BG) aregetkr

Ynto a single bit stream. Here, ROl mask is gererand

it is used to identify the ROI coefficients.
1.4. M axshift

This method (defined in JPEG 2K-part 1) uses the
arbitrary scaling value without the need for
transmitting the shape information to the decoder.
Here, the mapping is based on the wavelet filters
which maps the ROI from the spatial domain to the
wavelet domain. Wavelet coefficients that are nattp
of ROI are scaled down. The main advantage of this
method is that encoding of arbitrarily shaped R®I i
possible without the shape information.

1.5. Implicit ROI Coding

This method (Linmet al., 2010) is more advantageous
than the Maxshift method. For encoding and decqding

Embedded Block coding is another ROI based method© bit plane scaling is needed and it is very e@sy
(Grailu et al., 2013) the main advantage of these method isimplement because of its low complexity. Priority i

to get a target compression ratio and need noorperf
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1.6. SPIHT and Contextual SPIHT store the significant and insignificant coefficignstate
markers are used. Markers are used for each pixel t
identify insignificant/significant and newly signsaint
coefficients and there are five markers to mark the
state of sets as well as to denote the spatialutsn

Set Partitioning in Hierarchical Trees algorithm
(SPIHT), (Singh and Singh, 2012) uses parent child
relationship among the wavelet coefficients andes t
structure is formed using the coefficients those \ahe level of these sets.

in same spatial area. Contextual Vector Quantization (CVQ) is used to

Contextual SPIHT was introduced by (Ansari and . .
Anand, 2009), to compress ultra sound images. ThisenCOde the background image with low bpp. Here the

method uses SPIHT algorithm, to separate thevec:tor guantization principle is followed to gertera

coefficients. Here an interactive segmentation aggin code book or.code. Yvords. LBG algquthm N ba;ed on
is used to separate ROI (Noreal., 2012) and not the Q- The algorithm is: (1) Code book is generateugis

BG of the image and the two regions are encodedSPliting method. (2) Initial code vector is crehtby
separately using CSPIHT with high bitrate and low computing the average of training vectors (3) cosleor

bitrate respectively. Finally the two regions arerged IS Splitted into two code vectors using a distartio

to reconstruct the image. threshold constant (4) Euclidean distance is used t
o cluster the training set vectors.
1.7. Contextual Vector Quantization The Euclidean distance is defined Equation 1:
This method (Hosseini and Naghsh-Nilchi, 2012) is
also based on Contextual SPIHT method. Here insiéad & 2
SPIHT, Vector Quantization is used to encode thagien dix.y )= é(xi %) @

parts. Figure 1 shows the block diagram of vector
guantization. The main aim of this approach is to
separate ROl and Background (BG) and then encod%{;’]
both regions using CVG. Here the ROI is encodedh wit
high bit rate and the BG is encoded with low biera
Finally, the two images are merged to get the
compressed image.

here, xis the J" component of the training set vector
e {" component of the code-vectqr y

Clusters average is calculated using this algorithm
form a vector which is replaced with the code vecto
Cluster average is calculates as Equation 2:

2. MATERIALSAND METHODS Y, =l§:x“_ 2)
mia
2.1. Proposed Hybrid ListlessSPIHT and CVQ J
where, i is the component of each vector and mhés t

A novel wavelet based compression method is tors in the cluster. Then th distartion th
proposed which uses a ROI technique to extract the?SC1Ors In e cluster. then the average distation e

important information and back ground image. Irsthi entire code book is calculated using the formulasiign 3:

the diagnostically Important Region (ROI) and th& B M

are encoded separately using Listless SPIHT (LSPIHT p® :LZH X —Q(X;)
" . . ave M K 1 I

and Contextual Vector Quantization (CVQ). The R®I i i

extracted using connected component labeling method ) ) o _ _

and encoded separately using LSPIHT with high b a where, M is _the size of training set, k is the snicegch

the BG is encoded using CVQ with low bpp. Finatlye vector Q(X) is the nearest vector to vector x 4npi$ a

two encoded regions are merged together to get th&YmPol for Euclidean distance.

compressed image. The flow diagram of the PfOpOSEdZ.Z.Segmentation of ROl using Connected

? ®3)

method is shown ifig. 2. Component Labeling
Listless Set Partitioning in Hierarchical Trees _ _
(LSPIHT) uses the set structure and partitionirigsult Normally, there are two main categories to segment

uses a set partitioning rules of SPIHT without gsamy  the image into regions. They are region-based @gpro
list. In the listless SPIHT, the wavelet coeffidierare (Zzhao and Ma, 2012) and edge detection methochdn t
arranged in recursive z ordering with single lingatex region based method, seed pixel is selected aret s
and the indexing is used to track the set pariitigpnTo the some similar criteria all the pixels are sadct
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Fig. 1. Block diagram-vector quantization
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Fig. 2. Proposed hybrid algorithm, (LSPIHT and CVQ)

In the edge based approach, boundary is formed tdabeling (Rakhmadiet al., 2010), is used to detect
separate different regions. In our proposed method,connected regions in digital images and it assigmarate
connected component labeling method is used tounique label to all points in the component. Hee t
separate the ROI region. Connected-componentscanning of pixels starts from left to right and to bottom.
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Pick any pixel in the image and assign a labelthadsame 3. RESULTSAND DISCUSSION
label is assigned to any neighbor pixel with theeaalue

of the image function. The process is continued alhthe

pixels are labeled The proposed method is implemented and tested
iX .

using the image processing software tool, MATLAB
2.3. Proposed Hybrid Listless (LSPIHT) and 7.9. We considered 50 images of magnetic resonance

CVQ Algorithm brain images for the test purpose. The performance
parameters bpp, Compression Ratio (CR), Mean
) . S . Square Error (MSE), Peak Signal to Noise Ratio
» Inthe preprocessing, Gaussian Filtering is appted (PSNR) are given iTable 1 and 2. The parameters

eliminate noise if any ) . .
. Using a Connected component labeling method thedr® obtained separately for ROI region and therenti
ROI and BG are separated Image area.

« ROl region is encoded using LSPIHT with high bpp The compression parameters for several compression

e Load the brain image as input

» BG region is encoded using CVQ with low bpp

ratios for ROI region and the entire image is tista

«  Merge the two encoded regions (ROI and BG) to ge»[Table 1 and the comparison of bpp with MSE,CR,PSNR

the compressed image
» Decode the compressed image to get
reconstructed image

are analyzed and plotted Fig. 3. Table 2 Shows the

thesame performance parameters of compression for

Background (BG) image and the complete image and

plotted inFig. 4.
Table 3 shows, our proposed methods outperforms
The efficiency of the compression algorithm is all the existing methods such as Maxshift, CSPIHT,
measured in terms of performance measuring parasnete CVQ in terms of PSNR and also plottedFig. 5. To
such as Compression Ratio (CR), Peak Signal Noiseshow our proposed method is even better than the
Ratio (PSNR), bit rate (bpp), Mean Square ErrorByIS  general compression methods of JPEG2000, SPIHT, it

2.5. Peak Signal to Noise Ratio (PSNR) Equation 4 is compared in terms of same PSNR and it is shown i

2.4. Performance Metrics

Table 4.
255 We considered different bitrates for ROl and BG and
PSNR= 10'0%[MSE] dE 4) achieved better compression quality compared to the
existing methods. Our proposed method’'s advantage
2.6. Compression Ratio Equation 5 and 6 over all the listed method is more evident as the
compression ratio increases.
_ Sizeof thecompressedimag It is clearly stated in th@able 3 and 4 and also
Size of the uncompressedima () plotted inFig. 5 and 6. Our proposed method keeps all

the important information needed for the diagnostic
purposes with out any loss in the qualfygure 7 show

(6) the results of ROI, BG and the reconstructed imesijeg
our proposed hybrid method.

0 2
fOxy)-f(x.y)

1 M N
MSE=——

Y x=1y=1l

Table 1. LSPIHT- ROI Region and the full image parameters

ROI region Full image
Sl.no bpp CR MSE PSNR (dB) CR MSE PSNR (dB)
1. 1.0000 4.910 7.820 40.48 10.78 209.319 34.426
2. 0.5000 9.985 13.94 38.35 21.43 216.251 32.282
3. 0.4000 12.313 16.24 37.16 25.17 224.831 30.203
4, 0.3000 13.021 17.01 36.28 29.26 235.283 28.391
5. 0.2500 13.842 19.64 36.01 41.62 240.412 27.872
6. 0.1250 19.317 21.43 35.52 124.47 311.293 25.058
7. 0.0625 21.148 22.72 35.14 252.31 392.417 23.835
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BG region Full image
Sl.no bpp CR MSE PSNR (dB) CR MSE PSNR (dB)
1. 1.0000 10.870 172.741 32.364 11.12 189.011 36.82
2. 0.5000 20.314 179.342 30.252 15.15 198.719 85.18
3. 0.4000 22.930 182.281 29.275 18.36 202.152 23.26
4. 0.3000 31.763 190.140 28.671 20.93 211.629 33.18
5. 0.2000 50.109 196.251 27.072 23.61 227.072 80.09
6. 0.1000 102.962 201.513 26.295 27.19 235.381 638.1
7. 0.0800 129.724 225.561 26.102 30.26 241.934 087.1
8. 0.0600 169.142 268.672 24.471 48.03 271.861 605.4
Table 3. Comparison of Maxshift, CSPIHT, CVQ and our prambfybrid method, in terms of PSNR (dB)
PSNR (dB)
bpp CR Maxshift CSPIHT CVvQ Proposed
1.0000 12.01 42.73 40.27 42.99 43.16
0.5000 35.19 39.42 38.31 41.04 42.94
0.2500 68.36 36.10 35.81 38.26 42.31
0.1250 128.02 30.81 30.95 35.37 37.63
0.0625 256.13 27.43 27.74 32.68 35.26
Table 4. Comparison of JPEG2000,SPIHT and the proposetkrims of PSNR (dB
PSNR (dB)
bpp JPEG2000 SPIHT Proposed
1.0000 30.56 39.49 43.16
0.5000 28.73 37.07 42.94
0.2500 27.15 32.73 42.31
0.1250 25.01 28.05 37.63
0.0625 24.72 25.14 35.26
Bpp Vs ROl image parameters
45,00
m 35.00
~ 30.00
gzn
2 2500 ~—il—CR
% 9 )
Z 20.00 -MSE
= 15.00 PSNR (dB)
10.00
5.00
0.00
1.00 2.00 3.00 4.00 .00 6.00 7.00

Fig. 3. Comparison of compression parameters-bpp Vs. NCFE PSNR for ROI region at different bit rates (opp
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Fig. 4. Comparison of compression parameters-bpp Vs MSERSRIR for BG at different bit rates (bpp)

Fig. 6. Comparison of bpp Vs PSNR (dB) for JPEG208B|HT and our proposed hybrid LSPIHT and CVQ
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(d)
Fig. 7. (a-e) Original image and the separation of ROI B final reconstructed image using LSPIHT and Cvi€thod

4. CONCLUSION information for diagnosis. Using our method, we
strongly believe that our method can reduce theag®
In order to obtain high compression ratio and good cost and transmission time of medical images. taoré)
image quality, this study presented a new hybridwe can implement our method to compress the 3D
algorithm based on ROI technique. With the help of medical data which are produced every day.
connected component labeling method, the segmentati
of ROI region and BG regions are separated anR@ie 5. ACKNOWLEDGEMENT
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