Journal of Computer Science 8 (6): 987-993, 2012
ISSN 1549-3636
© 2012 Science Publications

Buffer Pocketing and Pre-Checking on Buffer Utilization

'Saravanan, K. arftR.M. Suresh
'Department of Information Technology,
Velammal Engineering College, Chennai, Tamilnadl@ 680, India
’Department of Computer Science,
R.M.D. Engineering College, Chennai, Tamilnadujand

Abstract: Problem statement: In this study, the paper proposes the developwieBffective Buffer
Utilization on Adaptive Router with Buffer Pockegirand Pre-Buffer Checking Technique. Network-
on-Chip could be prepared more capable by trickyefarouters. By using improved buffers, superior
number of ports and channels, adaptive routingpfllvhich acquire key of overheads in hardware
costs. Approach: This technique will improve communication effic@nwithout increasing the buffer
size with support of input buffer space feedbacktiailer in an input channel. A Buffer-Pocketing
system enables the input channels to use the urugés from another channel at runtime that have
not enough buffer space to utilize as per the ifiitst The current buffer status in a router coblkl
updated on each cycle of data flits transmitteduéfer space controller with the help of Router
Monitor Sensor (RMS)Results: Implementation results of the proposed desigrafé4-bit 4 input-
buffer router show a reduction of the average patiesmission latency and an increase of the
average transmission flits. The results show thatgroposed design can reduce the cycles required
for transmitting a fixed number of packets, whemmpared to that without buffer stealing.
Conclusion: The study confirmed that the pre-buffer checking geedback collecting from the router
design take the place of the original design im&epf both throughput and latency. Thus, BS is more
robust in handling hardware overhead ratio.
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INTRODUCTION networking, signal processing and multimedia. Rajsi
its programmability makes them more flexible,
A basic NoC architecture is composed of routersallowing its use in a wide range of digital systerms

communication links between routers and a Networkthis way, the MPSoC lifetime increases, reducing th
Interface Componer{NIC) between each pair of router price for the final consumer. Since the platform
and processing element. NoC allows much highecomputational power is distributed in several
bandwidth through parallel communication. Eacheout Processing Elements (PEs), its organization and
can accept at the same time the flits arriving fadhof ~ message passing have a crucial role in the system
the input channels by storing them in input buffdiise  performance. As the number of PEs trends to inereas
input buffers in a router are used to provisionaligre  to dozens in a near future, a scalable intercoforect
arriving flits that cannot be forwarded directly to architecture, such as traditional busses, is not
required output channels. The flits in the buffare  recommended to be used in such systems. Networks-
then transmitted through the output channels. A t on-Chip (NoCs) supports the communication
above three cases motivate the need for the eféecti requirements of modern MPSoCs, due to features as
use of router buffers such that the communicationscalability, QoS support, parallel transactions and
efficiency of inter link networks can be elevated. higher aggregated throughput.
Buffers into a router at design time, buffer stegli
enables the input channels that have insufficiea¢ f MATERIALSAND METHODS
buffer space to utilize at runtime the free inpufférs
from other input channels. Multiprocessor Systems-O Buffer stealing designs:
Chips (MPSoCs) provide a huge design spacd hief buffer: A thief buffer is a buffer that steals the
exploration for applications with high computatibna buffer space of other channels when its free buffer
demands. MPSoCs are used in applications such apace is not enough to store incoming flights. groof
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of concept, in this study the buffers in the noatid  the buffer status then decide to end amount of bt
south Input channels are designed as thief buffers. route of transmission.

Victim buffer: A wounded buffer is a buffer whose Channel-stealing: To further improve the operation of

free space can be stolen by a thief buffer. Huamdy a Wide channels, the paper proposes channel-stealing,
Hwang (2006) here it needs to record that a stited whlc_h |s_bU|It_upon fair sharing. D_n‘ferent fror_nlrfa
from its own input channel or from that of a thief Sharing, if a Virtual Channel (VC) finally has nidt fo
buffer. For proof of concept, in this work the ke in be sent, its sub-channel will be stolen by othersVC

the west and east input channels are designed &i€re the stealing occurs in two ways. One is sigali
wounded buffers. from VCs belonging to the same input port and the

other is stealing from VCs of different input ports

Buffer storage unit: A buffer storage unit is the basic Which have the same output direction. Channelsigal
amount of memory space to store a flit. In thisdgtu explore_s the channel income carefully. _It optimites
here assume the size of a buffer storage unitbgs8 arbitration of output channels by using the buffer

and the size of the whole input buffer is 64 btbits x ~ occupancy information from each VC and finally
8 buffer storage units). increases the network throughput. By consideratibn

VC2 and VC3 have no flits to be sent. VCO and VC1
Adaptive physical channel regulation schemes: In can steal the sub-channel assigned to VC2 and Wi@3 a
this study primarily elucidate the three regulatorysend more than one flit. There are two optionshefit
schemes used in an APCR Routerl. VCO0 and VC1 send two flits each or VCO sends oite fl

while VC1 sends three flits.
Monopolizing: Similar to a common router, .
monogolizinéJ allows only one Virtual Channels (vC) Related works: The design methodology and key
to use the total bandwidth of the output channeingy esearch problems of NoCs. In exact, a large bsffer
cycle. In a generic router design, the fleet sizesually — reduces the average packet latency in NoC; however,
the same as the pH its size. A VC can fully use thdarger buffer size also increases the overall No€aa
whole bandwidth of the output channel. Howeveriin  TO increase buffer use, some buffer sharing methods
APCR router design the flit size is smaller thae gt~ (Liu and Delgado-Frias, 2007; Laét al., 2008;
its size. In other words, potentially multiple $lican be Hashimotoet al., 2005) were proposed for Virtual
in the same channel on currently. Considering thi<Channels (VC) in a router design. The performance
characteristic, an APCR router allows a virtualroiel ~ improvement achieved by the buffer sharing methods
to transmit multiple flits in the same cycle. This®ne in VC routers is limited, because the control
restriction on this situation. Wormhole flow cortro complexity of VC design incurs huge overheads in
allows different packets stored in a VC withoutterms of additional hardware resources and power
interleaving and the basic routing unit is a padl@ta encumbrances. For example, virtual channel buffers
flit. Therefore, a virtual channel is not allowed t require up to nearly 50% of area and account f& 64
transmit as many flits as it has. of leakage power in a router implemented undef7the

) _ L _ nm CMOS technology.

Fgu_r-sharmg: Co_n3|der|n_g the incompetent channel Chen and Peh (2003) proposed the shifting in the
utilization scenario described above, the papepBes i ierconnection architecture from busses to NoCs,
fair-sharing. VCs rather share the output channel, 4orn MPSoCs need to jointly manage computation

L?]zc;]l.:]rgle ‘;‘e ;1?5 ?c::htlyzvgefi::;tggni?\?é aui\tltveldae fg\t]v}/ilrﬁ\a nd communication resources to ensure QoS to gpecif
P q E*ows. The abstraction of the communication or the

parts, called sub-channels. This study reserves a . . . .
different sub-channel for VCs of the same inputtpor computation architectures to higher abstractiorelev

VCs of different input ports share sub-channels.(e'g"_Through an API), hides the hardware comglexi_
Assuming that a physical channel is divided intarfo &/lowing the system programmer to explore the desig
sub-channels and each input port have four VCs) theSPace in an efficient way. The Tilera MPSoC cossist

each VC of the same input port can have one sutPf an &8 grid of tiles connected by five overlapped 2D
channel of its own. mesh NoCs (iMesh). To take advantage of the whole

bandwidth afforded by the on-chip integration of
Buffer space updating: The design of buffer status in a multiple mesh networks, Tilera provides a C-based
router might update for each cycle in data flits fo user-level API library called iLib. There are twookd
transmission in a router by a buffer stealing. Fromcategories of communication in iLib: socket-like
those kinds of buffer status, input channel wileck  channels for streaming algorithms and an MPI-like
988
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message passing for ad hoc messaging. ILib providesignaling rate for very short transmission duratijon
several channel APIs, each optimized for a differenwhich are interrupted by fixed idle time intervals.
communication needs such as low latency and high

throughput. Through several communication primiive ROUter monitoring sensor: RMS is included in our
it lets the programmer to use the best communiluatioprOpo_Sed method, for monitoring the eaqh process
interface for the application being developed. handling by the router. This sensor has an infaomat

Several previous NOC designs have been propose‘%boUt the buffer usage N an ongoing process then
to explore the abundant channel resources. Work b?roduc_e a_statua_of b_u”ffer:jn a rohutetr) f(f)fr the rpmctlr(tet
(Hausmaret al., 1990) looks at multiple flits sharing a cansmission. This will update the buffer statustite
channel. In their network, there are two kinds la§,f input buffer control for managing the input buffer
short and long. The sharing condition is simpletwib router on each cycle.

short flits are routed to the same output porty th@n  |npyt puffer control: Input buffer control used in the
simultaneously traverse the crossbar and outpuhpyt session of router to manage the flow of input
channel. For long flits, no sharing is applied. Onepackets to the router. This control will reduce tiadfic
concern about this design is that to support twalkiof  fiow in a router and will increase router efficignc
flit sizes in the same network, the flow controhdse  Byfer control placed in between a router and route
challenging. Since a flit is the basic flow contwlit,  jnpyt channel for easy flow management process. It
providing two kinds of flits will also make the ciié  gets ypdated information from the RMS about the

management complicated. Hoskott al. (2007)  pyffer status of the router on ongoing process.
Introduces the concept, Spatial Division Multiplegi

(SDM), into the NOC design. The results show thatBuffer steals. Adding extra buffers into a router at
SDM is a more interesting approach than Time Divisi design time, buffer stealing enables the input @eén
Multiplexing (TDM), due to the high complexity and that have unsatisfactory free buffer space to mae
power needed by buffers to store the TDMof at runtime the free input buffers from other tp
configuration for each clock cycle. channels. Buffer steal process will take place evhihy
Howard et al. (2010) here the study discussespne of the input channels require an extra bufter t

several prior works studying directory protocol manage the data flow in the router.
optimizations. Mukherjee and Hill propose using

prediction to accelerate directory coherence p@#oc |mplementation algorithm:
using a predictor based on a Pap-style branchqicedi  Step 1: Input to the router channels sufficientrage

They predict the upcoming coherence actions based o size

the recent history of coherence requests. The Mgmorstep2: Set input channel value to buffer control
Sharing Predictor improves on the accuracy of If (buffer required > buffer empty)

coherence predictors by limiting predictions to neyn Stop the process

requests (reads, stores and upgrades) rather than a Else

coherence messages (acknowledgment and invalidation Send buffer to router input channel
are eliminated). Gratzt al. (2006, 2008) here they Step 3: Router has to get an input channel for
proposed the remote access latency can be redyced b If input channel not having enough buffer
having the directory initiate these coherence rsgue Search a used buffer and steal buffer
speculatively. Circuit-switched coherence focuses o Else

predicting who will source the data for a givenuest to Pass packet to output channel
accelerate that transfer via a circuit-switchedhemtion. Repeat step3 until packet send to the destination

Step 4: Buffer sensing have get update Buffer intBo
Proposed scheme: The proposed buffer pocketing Step 5: Update buffer control buffer variable with
design was implemented at the cycle-accurate level. buffer status
This study analyzed several situations to illustrite  Step 6: Repeat step 1-5 until packet send to Digtim
advantages and overheads of the proposed buffer-
pocket design. The paper uses burst traffic pattern Liu and Delgado-Frias (2007) describe a
which represent different traffic loads to compéine  hierarchical QoS model for managing multimedia
proposed design with the original buffer designff@u  applications running on an MPSoC. The target
management will maintain the buffer level of rouad  application is a MPEG-4 shape-texture decoder ithat
require buffer size for next data during the packeffully object based, using arbitrary object shapEse
transmission time. Here, boost traffic refers to awork considers a class of QoS systems that reles o
periodic data transmission that exhibits a venhhigta  predicting the execution times of the applicatiomuen-
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time, while also taking into account the data As shown in Fig. 2, the study finds that the agera
dependencies. The architecture of the proposed QadS8crease in the number of flits output from the thor
concept is based on two negotiating managers,adste input buffer is almost the same, irrespective oéthier
of a conventional single resource manager (FigThe the traffic loads on the East and West buffers ase
buffer stealing is processed with the unused memorheavy as or lighter than that on the North and ISout
during the runtime for the better usage to getbuffers or even negligible. Due to buffer stealitige
transmission efficiency if the buffer size excedds  maximum throughput increase is 50% and average
limit the buffer fragment will triggered for the ffer  throughput increase is 29% compared to that of the
usage of additional part. Router Monitor Sensor @M extended buffer. This maximum average throughput is
will get updated information about the router bufé¢  achieved when I: O = 3:7, which shows that buffer
runtime with the time interval and then this infation  stealing is more effective when there is an appi#ei
could be updated in the input buffer controller fordifference in input and output ratio (medium

preventing the buffer traffic in router. congestion). It becomes less effective when there i
little difference in the I/O ratio or when therevsry
RESULTS heavy congestion.

The Central Buffer (CB) design outperforms the
Buffer Stealing (BS) design. From these two buffer
usage , one might conclude that the CB designtiebe
in reducing buffer congestion and thus enhancirgg th

router throughput However, the CB design suffeosnfr Buffer
serious hardware resource overhead and performanc stlling
overhead. Table 1 shows the synthesis result abwsr

buffer designs corresponding to frequency and | et | g

hardware overhead. Table 1: Various buffer designs Shaanel " Buffes oo

with Frequency and hardware overhead.

Results for different buffer designs, shows that t
hardware overhead of the CB design is very large [
(almost an additional amount of 215% resources
required) than the conventional buffer design. Ttings |
CB design is not a cost-efficient implementation.
However, the proposed buffer pocketing method only |

incurs a hardware resource overhead of 22% compare!
to the conventional buffer design.

To compare the benefit to overhead ratio for
different buffer designs, the paper computes the
throughput to hardware overhead ratio (flit Fig. 1: Architecture of the proposed method
(#)/hardware overhead (%)), as shown in and the rat
of latency to hardware overhead ((1/latency (# of
cycles))/hardware overhead (%)), this study observe —*— Bufferstealing
that with buffer pocketing a router exhibits an
enhancement of maximum 35% in throughput to
hardware overhead ratio than the original buffesigie
However, with the faster output period of the buyftae
buffer congestion does not occur frequently ands thu

Average throughput
=
[==]

1 1 1 1 1 1 1 ]

the Buffer Stealing (BS) mechanisms do not need to 10

steal the free buffer space of other input channel. 0 - ' - ' ' '
_ _ P xS ¢

Table 1: Synthesis result of various buffers kX el M kN k)

Buffer design Frequency Hardware overhead (%) Input: Output period

Buffer pocketing 203.442 22.00 '

Auxiliary buffer 174.000 43.00

Central buffer 142,511 21548  Fig. 2: Average increment of flits
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Input period:Output period Because the thief buffer in BS can share the fpeeesin
victim buffers; however, the victim buffers canrsbtare
Fig. 4: Average increment of flits in the 1350 aysl  the free spaces in the other victim buffer andf thigfer.
period Figure 5shows the number of cycles required to
receive a fixed number of 300 flits by the BS dasig
Figure 3 illustrates the growth in latency for and. the CB design. The CB design qutperforms the_ BS
transmitting flits via a router for an increasingtjput design. From the above two experiments, one might
. . . . conclude that the CB design is better in reduciufieln
period. Th!s_study observes that with buffer_ St congestion and thus enhancing the router throughput
roqter exhibits an average grovyth of 30% in Iatencyand reducing the flit waiting time. However, the CB
while the extended buffer design shows an averag§esign suffers from serious hardware resource eaerh
growth of 35%. Also note that the trend of latertv@h  5nd performance overhead. Table 1 shows the systhes
in BS design is tardy than that for the extendeflebu (esyits for different buffer designs, where thisdst
design. A slower latency growth is achieved by @uff proposes that the hardware overhead of the CB mlesig
stealing because of the reduced average waitingfom s very large (almost an additional amount of 220%
each flit. Also note how the reduced growth infateis  resources required) than the conventional buffeigie
achieved by buffer stealing irrespective of théfitdoad Thus the CB design is not a cost-efficient
on the East and West buffers. implementation. However, the proposed buffer steali
Figure 4 The number of flits that can bemethod only incurs a hardware resource overhead of
received by a router in a fixed duratiof 25% compared to the conventional buffer design.
1350 cycles. For the fairness of comparison, the  This study Fig. 6 observe that with buffer stegikn
Central Buffer (CB) allows the sharing among threerouter exhibits an enhancement of maximum 32% in
entire buffers (200 bits) since the thief bufferB&  throughput to hardware overhead ratio than theiraig
design has its local buffer and two victim bufféos  buffer design. However, with the faster output pérof
be used. From Fig. 7, it shows that the centrathe buffer. The buffer congestion does not occur
buffer is able to receive more flits thanroBS frequently and thus the BS mechanism does not tteed
design. steal the free buffer space of other input channel.
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Fig. 7: Latency to hardware overhead ratio

Similar situations can be found in the ratio of

and latency. Thus, BS is more robust in handling
hardware overhead ratio. Future work will consikt o
the support for dynamically reconfigurable system.
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