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Abstract: Problem statement: A Mobile Ad-Hoc Network (MANET) is a temporary meirk; the
mobile devices in an ad-hoc network are commumigatirough wireless links without any pre-existing
infrastructure. The one major problem of this netvs network congestion, it may take place at any
intermediate nodes when data packets are traviing source to destination. The major problems of
congestion or high data loss, increasing End to &tretransmission packets which affects the dvera
network performance. The main goal of congestiantrobis to effectively utilize the existing networ
resources and maintain the network load below weacity. Approach: This study presents the
Congestion Free Routing in Adhoc networks (CFRkedaon dynamically estimated mechanism to
monitor network congestion by calculating the agergueue length at the node level. While using the
average queue length, the nodes’ congestion datiged into the three zones (safe zone, likelpéo
congested zone and congested zone). CFR utilizzsndin-congested neighbors and initiates route
discovery mechanism to discover a congestion foegerbetween source and destination. This path
becomes a core path between source and destindtomaintain the congestion free status, the nodes
which are helping data packet transmission peridigicalculate their congestion status at the redel.
When a core node is noticed that it fell in to ljkéo congested zone and alerts to its neighbdne. T
predecessor core path node is aware of this situatid initiates an alternate path discovery mashan

to a destination. Finally it discovers a new cotigaesfree route to the destinatioResults. The
assessment between CFR and AODV was conductedray the Ns-2 simulator. The simulation results
confirmed that the CFR improved packet deliveryorateduction of End to End delay and control
packetsConclusion: Our proposed technique solved the congestion @nabin a network.

Key words. Mobile Ad Hoc Networks (MANETSs), Random Early Ddieo (RED), Active-Queue-
Management (AQM), Congestion Status Packet (CSBjpg€stion Free Routing in
Adhoc networks (CFR), reliable communication

INTRODUCTION increase delay and packet loss and cut the network
throughput. Congestion control refers to technicghes
In recent times, a number of research techniquesan keep away from congestion before it happens or
and applications have been used widely for trarigrgit recovery after it happens (Lochesdt al., 2007;
information through heterogeneous wireless networksKkumaran and Sankaranarayanan, 2011a).
The wireless network can be characteristics intmcal The main aim of congestion control is to lower
area wireless network, ad hoc network and Satellitthe EndtoEnd delay and reduced packet lost cauged b
wireless network. Mobile Ad hoc Network (MANET) is network congestion and offer better performanceef
one kind of wireless network that does not need aetwork (Lochertet al., 2007; Tran and Raghavendra,
backbone infrastructure to be set up for commuitnat 2006; Kumaran and Sankaranarayanan, 2011b). In wire
and data delivery. The advantages of adhoc netigork line networks, congestion control is employed at th
Ease of deployment than wired networks, Scalabilitytransport layer and it is independent from the
and Flexibility (Murthy and Manoj, 2004; Ramanathanfunctionality of other layers (Locheet al., 2007; Tran
and Redi, 2002; Yest al., 2010). and Raghavendra, 2006; Yu and Giannakis, 2008).
Congestion in a network may occur at interval timeHowever, these congestion control techniques do not
when the incoming traffic is larger than the capaof  apply directly to ad hoc networks, because the @ h
the network. This network congestion can severelynetwork is challenged by a limited wireless bandkid
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power constraints and route failures, due to node This study is to bring a novel outlook of this
mobility and limited buffer size. The final resut a  problem and an anticipate congestion at the MA@day
high packet-loss rate, re-routing instability, loesé due to buffer overflow and adapt the traffic in the
energy, bandwidth and retransmission of lost packet network layer by finding a non-congested path. This
which implies that more packets are transmittethen  technique is necessary to avoid or cut packet loss,
network. These delays and packet losses are noeduction of delay and improve the overall network
originated by network congestion, but this can beperformance.
misinterpreted as congestion losses (Kumaran and In our previous study, Early Detection congestion
Sankaranarayanan, 2011c). and control routing (EDAODV) (Kumaran and

In ad hoc networks, the routing protocols for Sankaranarayanan, 2010) techniques have been
MANETs are classified into three categories (i) proposed to detect the congestion well in advamee a
proactive, (i) reactive and (iii) hybrid (joinedoth  find a non-congested alternate path bi-directignall
proactive and reactive). The Examples of proactive A technique for self curing the congestion was
routing protocols are DSDV and OLSR (Perkins andproposed in (Kumaran and Sankaranarayanan, 2010)
Bhagwat, 1994; Murthy and Manoj, 2004; Chen andyng s called the Early congestion detection arifl se
Heinzelman, 2007). The example of reactive routings e routing (EDCSCAODV).
protocols is AODV (Perkinst al., 2003; Murthy and In EDOCR (Early congestion detection and
Manoj, 2004) and DSR. The hybrid routing protoel i optimal control routing), the network is divided ia

E'R.P I(Murthzyoo;';md Manoj, 2004; Chen and sparse and dense regions by using average neigldors
em‘lgr?eTeani,s a r)1éw aspect to categorize routin find a non-congested alternate path with the hdlp o
b 9 %ense nodes (Kumaran and Sankaranarayanan, 2011b).

protocols into two divisions (i) congestion-control
routing and (i) congestion non control routing. In EDAPR (Kumaran and Sankaranarayanan,

(Lochertet al., 2007; Tran and Raghavendra, 2006).  2011c) (Early congestion detection and adaptive
When we consider the congestion non controf@Uting) techniques have been proposed for prevgnt

routing protocol, during the packet transfer betwgee ~ congestion by using the NHN (Non-congested 2 hop
source and destination, congestion may occur; ithis neighbors list). _
not managed by the existing routing protocol. our proposed CFR uses a new algorithm by
The above problems turn into the harmful in adetecting congestions dynamically. It uses a non-
network in terms of packet loss, increasing delagt a congested path discovery mechanism to prevent
reduced throughput. (Loched al., 2007; Tran and network congestion. Hence, congestion is resolvi p
Raghavendra, 2006). The exsisting congestion contrdo happen, it occurrences so, it decreases dateefpac
techniques cannot directly used in an adhoc networloss, EndtoEnd delay and improved throughput.
because in an adhoc network, it is more expengive,

terms of time and overhead and removes congestion MATERIALSAND METHODS
after it happened (Lochergt al., 2007; Tran and ) . o .
Raghavendra, 2006). Dynamic Congestion estimation technique (DC):

To relieve the network congestions, manyCongestion may happen at any point of time in a
researchers have promoted the use of Active-Queudetwork then node becomes congested and stantglosi
Management (AQM) strategies. packets. In an Adhoc network, we used node level

This primary design is that to offer preventiveesu congestion mechanism to measure the packet loss due
for managing a node’s buffer effetivelly and cupgl 1o lack of buffer space . Every second a node chéuk
problems related with probable congestions (Atfiymal residence of packet in its queue by applying dyesami
etal., 2001). congestion estimation technique. The DC algorithm

Many AQM techniques, such as the adaptiveutilizes three parameters like the Minth, Maxth &d.

virtual queue, Random Early Detection (RED), random  1he Eq. 1 and 2 are helped to assign the Minimum
exponential marking, PI controller (Athuraliya al., threshold and Maximum threshold values. The fixafig

2001) and the blue and stochastic blue (Fengl. the Min threshold and Max threshold value depend on

2001) schemes, have been reported. Among theﬂEH}’eferred average queue size. In our algorithm, we

existing schemes, the AQM scheme is recommended b
the IETF for the next generation Internet routarshie

ose to fix the minimum threshold of 35% (Floydian
acobson, 1993; Floyd, 1993).

Random Early Detection (RED) (Bradehal., 1998).  \jinth = 35%Queue _siz (1)
This is because it predicts the congestion by oesey -
the average queue size. Maxth = 2*Minth (2)
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The purpose of the average queue length is to joicongested neighbor nodes and accumulates the
all the traffic fluctuations and it chases the @ouing  information about its 1-congested one-hop list.tifs
changes of the Instant queue, imitating the comstarpoint, each mobile node builds its CFS-set by siglgc
congestion in networks. Equation 3 supported td §n  a subset of its 1-hop non-congested neighbor nates,

average queue length: that the mobile node in the subset can send itsdmast
packet to the 2-hop neighbor nodes, to decrease the
Avgque = (1_ V\g) *Avgquer Inst_Que*y (3) overflow traffic. Each mobile node updates all the

information in its routing table.
The weight factor Wq regulates the network When the source node desires to communicate a

congestion. If the Wq is too tiny, the average tanaf data packet to a destination_, the source nodeexdlae¢
the queue does not clutch the extensive rang&REQ packet for broadcasting using the CFS-setsiode
congestion, which might result in ineffective Costign tovv_a}rds_ the dest_ma'uon. The 'source nodg initially
Detection Technique. If wq is an outsized, the ager verifies its 2-hop list. If the destination hostpeesent

queue length follows the instant queue, which qgu with in 2-hop list, then the RREQ is transmitteddfter

the performance of the Congestion Estimationtn€ routing table’s path. If the destination nodenot

Technique. Therefore, the value of Wq should beVith in 2-hop list, the source host broadcastsRREQ
communicated to the traffic smoothing in the queue.  (© the CFS-setin a network.
The proposed Dynamic congestion estimation VWhen the CFS-set obtains RREQ packet and

technique would concentrate on assigning Wq value§hecks its 2-hop list. If the destination is withits 2-
dynamically according to the traffic flow. Initigllthe  NOP list, then the CFS node delivered the RREChéo t

Wq is set to 0.002 (Floyd and Jacobson, 1993: E|Oyodest[nation node. The des_tination answered toitke f
1993). The Eq. 4 is used to set Wq values dynaiyjcal "€céived RREQ and replied an RREP packet to the
where N is the some lively flows and P is the pialckesourl(::,e nOdi ar;]d addtr? newtentdry In its rouurggtable ‘t
. . igure 1 shows the route discovery subsequent to
rate (no: of packets per second): the CFS-set selection. The source node S has a non-
congested 1-hop lists are{2, 3, 4} and a non-cotagks
2-hop lists are {4, 6, 7}. The source has choseten®
] ] as a CFS and added it to the CFS list. The firgen®
~ Ifthe Avgque length is smaller than the Minth andyerifies its 2-hop list to check whether it contaithe
instant queue < warn_line (warn_line = queue_s)ze/2 destination node D. If the destination node D iswith
then the node’s congestion status becomes Zorafd (s in the list, the source node S broadcast the RREQ
zone). If the Avgque is larger than Minth and samll packet to the next CFS node 3. Then, node 3 would
than Maxth, then the node’s congestion status besom verifies the 2-hop list. If the destination is rioside,
Zone-ll (likely to be a congested zone) and inigatin  the CFS node 3 broadcast the RREQ to the next CFS
alternative path discovery mechanism. Finally,hét node 6; The CFS node 6 would verifies the 2-hadplfis
Aveque is bigger than Maxth, then the node’sthe destination is not present, then the CFS node 6
congestion status becomes Zone -l (congested)zone broadcasts RREQ to the next CFS node 9; now node 9
discovers the destination node D is in the 2-hsp $o
Congestion free route discovery: Each mobile node node 9 forwards RREQ packet by CFS node 11 to the
chooses its CFS (Wet al., 2006; Yenet al., 2010) set destination node D. Destination node D gets the RRE
from its non-congested 1-hop neighbors. The CFS ipacket and then replies the RREP packet to theesoAr
chosen in such a method that it wraps all 2-hosod ~ route S ->3 -> 6 ->9->11> D is found between souBce
The CFS set of source host S, represented b§nd destination D. This path becomes non-congestttdl
CFS(S), then a random subset of the non-congested fetween the source and the destination. After dger

hop region of S which convinces condition: Everglao discovery, the data packet is sent between sourde a
in the exacting 2-hops zone of S must have a linlestination. This route became the core route 8dmbD.

towards CFS(S) and it should not _fa_II in_ the cotees Congestion free alternative path discovery: A core
zone. The CFS setup is an initialization procedurgpath of a nodes predict their congestion status
where each mobile host every second calculates itSeriggically and updates their congestion status by
congestion status by using the dynamic congestioBroadcasting CSP packet with TTL = 1. When the
estimation technique. Every mobile host broadcists precursor node receives a CSP packet from its gatie
congestion status by using a Congestion StatusePacknode of say A regarding destination D, precursaeno
(CSP) to its one hop neighbors on the network. Nowwill be alert of the congestion information of ApN -
each mobile node discovers about its 1-hop noneongested node in the core path and ifs dmunt.
973
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N_Zonel — [the next non-congested node of (A) known
from the CSP packet]. Similarly if (B) is a non-
congested node (Zonel node), (B) starts to discaver
alternate path towards node P_Zonel — [the previous
congested node of (B) known from the CSP packet].
Suppose (A) is not a non-congested node (Zonel)ribde
sends CSP packet to its predecessors until it esawbn-
congested node (Zonel node) and if (B) not, (B)sdbe
same procedure until CSP reaches successor non-

Fig. 1: Route discovery process through CFS setongested node (Zonel node). Finally, CFR finds

<«+Route Request, Replay

(@)

Fig. 2: Alternate path finding proce @ Congested
node ----- primary patt=== Alternate path

primary path non-congested nodes on both sides
(Predecessor P_Zonel, successor N_zonel). As &,resu
the secondary path should be disjoint with the gath,
excluding that they link at the end nodes P_Zomel a
N_Zonel. It is probable that no secondary patoimé,

In this case, all the core path nodes are contisirg the
core route. Our secondary path is more elasticramd
essentially the shortest path therefore, the dofstding
secondary path is even higher.

Figure 2 shows how the CFS node 9 notices that
congestion is likely to occur and sends a warnmgst
neighbors CFS node 6 and 11; they are aware of this
situation and update their non-congested neighisoinl
their routing table. In response, the processor @& 6
chooses a new CFS node 8 from its non-congested

When the descendant node receives a CSP packet froqgighbor list, because node 8 is a common nodedde
its core path node of A regarding to the Source Sg and node 8 and it finds the route to the destinat
descendant node will be awake of the congestiomsing CFS node 8 as shown in Fig. 2. The traffimiog
information of A, previous Non-congested node ia th to 6 will be routed through the new route s ->3 ->8 -
core path and its hop count. The routing table of>11 -> D respectively. It is possible that if noSRodes

ancestor and an heir nodes are keep
accordingly. This information is step forward todi
the bidirectional non-congested alternate path:

Routing CFR, AODV
MAC 802.11
Bandwidth 2 Mbps
Terrain

Nodes 100
Antenna 2 ray ground
Node placement Uniform
Data traffic CBR
Simulation time 900 sec
MAC queue size 50 packets
Routing queue 54 packets
Load (Flows) 10-50 Flows
Load (Pkts/Seconds) 4-16 Pkts/S
Max Sped (m/s) 0-10 m séc
Pause Time(s) 30 sec

informedre found, it continues using the primary route &= 6

->9->11>D. The new path is a non-congested path, bu
not necessarily the shortest path.

Performance metricss. The CFR and AODV are
implemented using the Network Simulator (NS). A
comparison of the CFR's performance with that & th

1400, 1400 m AODV routing protocols is made in MANET:

Packet Delivery Ratio (PDR): The ratio between
received packet and sent packet.

* End-to-End Delay: The delay a packet suffers from
the source to the receiver.
Routing overhead: The total number of
RREQ,RREP,RERR and CSP packets transmitted
during the simulation time.

RESULTSAND DISCUSSION

Varying number of connections:. In this simulation, the
number of sources and destinations are varied ff6m

Concurrently, an heir node (B) receives a CSR50, CBR interval 8 packets per second, maximum node
packet from its prior core node P_Node (about S®urcspeed 10 m setand pause time 30 sec. Figure 3a-c have
S). If (A) is a non -congested node (Zonel nodd), ( shown the End-to-End delay, packet delivery ratid a
starts to discover an alternate path towards nodRouting overhead for CFR and AODV respectively.
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. 3: Performance, when number of connectionsr¢gso

the two protocols, which is similar when the offére
load is below 20 flows. When the no of flows
increasesfrom 20-50, as an outcome, more control
packets are generated and conveyed, this leadbkitha
utilization of the node’s queue, causing network
congestion. This, in fact, leads to a smaller amhadn
data packets being delivered to the destinatiohs, et
result degrading the overall network’s performance.
But, it can be noticed from Fig. 3b that initiallhe
CFR constructed a 2 hops CFS set. It knows alhtme
congested neighbors, both one hop and 2 hops
neighbors, so that it takes the minimum number of
control packets to find an alternate path than the
AODV. At an offered load of 20-30 flows, the packet
delivery ratio is increased from 20-28% when
compared with the AODV.

With regard to the routing overhead, Fig. 3¢ shows
that when the offered load is low (e.g., 10 flowisg
CFR did not give a better performance than the AODV
This is because at a small traffic, the networkabez a
safe zone. When the traffic is increased from 20-30
flows, the AODV incurred a heavy routing overhead a
consumed the heaviest control packets to find a new
path, whereas the CFR required the least contalepa
of around 23%, of the overhead of the AODV. the
routing overhead of the CFR being less than the XOD
When the number of flows increased from 30-40, the
traffic was heavier, but the routing overhead défee
seems un fair between the CFR and the AODV.

Varying the CBR load: In this simulation, the number

of connections (different sources and different
destinations) is reserved at 20. The CBR sourced se
data packets to the destinations at different rates
varying from 4 packets/a0 40 packets/sec. One
observes that the End-to-End delay in the CFR and
AODYV is as shown in Fig. 4a. When the data packet-
interval was low (less than 8 packets Seche delay
earned by the two protocols increases almost same,
with increased traffic and the delay variation begw

the CFR and the AODV seems unchanged. Compared

and destination) change (a) End to End delay (blith the AODV at a high interval (8-16 packets Sgc

Packet delivery ratio (c) Routing overhead

The results in Fig. 3a show that the delays aeduir

the delay is reduced from 22-26% over the AODV
respectively. The CFR and the AODV met to a related
performance when the rate was too high (30-40 pgacke

by the two protocols (CFR and AODV) are similar sec?) because the network gained the heaviest traffic.
when the number of flows set at 10. This is becalige  \yith regard to the packet delivery ratio Fig. 4then
low offered |Oad,. the network becomes a safe ztme. the packet rate was small (|ess than 8 packéi‘)sd:be
the case of a high offered load (between 20 and 3@FR and the AODV carried similar loads of packets,
flows), the network congestion status becomesedyik pecause the network traffic was not yet heavy. But,

to-congestion zone;

the CFR

routing protocolswhen the packet rate was high (8-16 packets'sebe

demonstrate around 28% reduction in delay over th@etwork becomes likely to be congested, the CFR
AODV. When the number of flows between 30 and 40applied a CFS set, so that it finds an alternatié pa
the CFR delay is reduced by around 15% over AODVimmediately; the CFR seems an improved at least by
Figure 3b shows the achieved packet delivery ratio 21-26% packet delivery ratio than the AODV.

975



h

[=]

Packet delivery ratio (%)

Tolal control packets

Fig. 4: Performance when the CBR load changes (a)
End to End delay (b) Packet delivery ratio (c)

. %]
[ R S S R A VR NS

—

End to end delay (scc)
()

J. Computer i, 8 (6): 971-977, 2012

——CFR
=l—AODV

4 8 12 16 20 24 28 32 36 40

CBR. sendingrate (Packets/sec)

@

100

4 & 12 18 20 24 28 32 36 40

CBR sendingrate (Packets/sec)

(b)

70000
60000
30000
40000
30000
20000
10000

—+—CFR
—E—AQDV

4 & 12 16 20 24 28 32 36 40
CBE sending rate {Packets/sec)
(©

Total Control Packets

Figure 4c shows the routing overhead of the CFR

than the routing overhead of the AODV. when more
packets were produced into the network (30 or 40
packets sed), the two protocols deserved the heaviest
routing overhead in more stressful network and the
reduction of the routing overhead by the CFR wag on
2.5% over the AODV.

CONCLUSION

The objective of the congestion control mechanism
is designed for multimedia applications in mobilé a
hoc networks. These network characteristics, like
congestion, route failure, need to be detected and
remedied with a reliable mechanism. Our proposed
technique tries to solve the congestion problerthis
study. The CFR has used a novel way called the
dynamic congestion estimation technique, which
analyzed the traffic fluctuation and categorizea@ th
congestion status perfectly. After estimating the
congestion status at the node level along a péth, t
CFR controls the congestion by using an alternative
path. The CFR congestion control mechanism shows
considerable performance improvement over the
AODV. The ns-2 results has confirmed that the CFR
mechanism outperforms the AODV in terms of
decreasing End to End delay, reduced routing oaerhe
and increased packet delivery ratio.
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