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Abstract: Problem statement: Grid Computing is the fast growing industry, whishares the
resources in the organization in an effective manResource sharing requires more optimized
algorithmic structure, otherwise the waiting timedaresponse time are increased and the resource
utilization is reducedApproach: In order to avoid such reduction in the perfornemnof the grid
system, an optimal resource sharing algorithmgsiired. In recent days, many load sharing technique
are proposed, which provides feasibility but thare many critical issues are still present in these
algorithms.Results: In this study a hybrid algorithm for optimizatiofiload sharing is proposed. The
hybrid algorithm contains two components which Higsh Table (HT) and Distributed Hash Table
(DHT). Conclusion: The results of the proposed study show that theithyalgorithm will optimize

the task than existing systems.

Key words: Hash Table (HT), Distributed Hash Table (DHT), Higarformance Computing (HPC),
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INTRODUCTION the Fig. 1. In which the workflow scheduling and
S load balancing are the major research issue eVen ti
Now a day, the scientific problem becomes verygate. The architectural design of Grid is showthie
complex; therefore it requires more computing powerrjg. 2 and 3. AliEn RB (Boukerram and Azzou 2006,
and more storage space. These requirements are vesyiguna and Thanushkodi, 2011) is a Grid Broker whic
common in an organization when dealing with currenthandles File transfer optimization, fault toleranme
technological methodology. The past technologi&hsu muyltithreading and Push and pull task assignment. |
as distributed computing, parallel computing are NoApples (Odehet al., 2009; Latip et al., 2011), the
suitable fo_r recent advancement. Because, the modepgrameter study support, event-driven rescheduling,
computer industry operating very large amountsatdd Centralized adaptive scheduling with heuristics aetf-
which utilise more processing power and high sterag scheduled study queues are handled. In EZ-GRIReBro
volumes of data. Therefore, the Grid computing iS(brahim and Salman, 2011; Richaetial., 2008), job
proposed as effective resource management to theandling, transparent file transfer, self-inforraatservice

organization. The Grid computing is a growing jth dynamic and historical data, Policy Engine neavork
technology, which is a High Performance Computingfor provider policies are proposed.

(HPC) branch for solving complex problems where two

or more computing components of such as a tradition Sissssrpobsed
supercomputing centre, clusters of computers, a8

Data store and query i~ Service-based

heterogeneous network, a distributed resourcegecent ] b —m, L
are integrated in a hardware and software infrasira. i Agent-bused

Grid computing has similar architecture to — Dt | g
distributed computing but it is differentiated from Scheduliogmodel—  Architecture —] 00 ussefioondl
almost all distributed computing paradigms by the g | — S o
following characteristic: the essence of grid cotimmu " Sohecuting model | Matehmaking e
lies in the efficient and optimal utilization of wide el " Ordarineg |0 beee
range of heterogeneous, loosely coupled resouncas i L Sclieduting methods ﬁ Ghescofcated Eﬁiﬁ‘ab,nw
organization tied to  sophisticated workload e
management capabilities or information virtualiaati Resouree ulzation

As the Grid is growing in the modern era, it attsa ~Other
researcher. There are variety of research actity

identified in the grid environment which is shown i Fig. 1: Various research activity in the grid eosiment
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This isolation in resource information organisation

N J in grids and among grids leads to the resource
SO fragmentation problem. In this case, Grid users get
T ReqrRes access to only small pool of resources. Furtheg, th

institution hosting the root GIIS service is cehfaint

of contact for the overall system. Failure of thwtr
GIIS can partition the system, and can lead to
significant performance bottlenecks. To overcome th
limitations of centralised and hierarchical infotina
services, proposed a decentralised Grid resource
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Fig. 2: Architectural design of job scheduler (DHT) routing substrate for delegation of d-
dimensional service messages. DHTs have been proven
~insuute AT to be scalable, self-organising, robust and faléraint.
The proposed Grid resource discovery service osgani

data by maintaining a logical d-dimensional
publish/subscribe index over a network of distrédalt
Grid brokers/Grid sites. The spatial nature of the
publish/subscribe index has the capability to respio
complex Grid resource queries such as range queries
involving various attribute types including, thogeat

@3 = have a spatial component.

vousers : : 1 * Further, the resource discovery system is extended

: ) | L] to provide the abstraction/facility of a P2P tupleace

= for realising a decentralised coordination netwdrke
“ B ﬁ%\ﬁ P2P tuple space can transparently support a datisetr

coordination network for distributed brokering dees.
The P2P tuple space provides a global virtual share
space that can be concurrently and associativelysaed
by all participants in the system and the access is
independent of the actual physical or topological

In GRID BUS Grid Service system (Alshoaigi ~ Proximity of the tuples or hosts. The Grid peers
al., 2009), Failure management and applicatior{“a'nta'n'ng the tuple space undertake activityteeldo

recovery, parameter study, API support, EconomyJOb load-balancing across the Grid-Federation nessu

based and data aware scheduling are focused for
solving. The GRUBER (Al-mazroi and Rashid, 2011) MATERIALSAND METHODS
handles SLA-based resource sharing in multi-VO The proposed method is a hybrid version of Hash
environment, disk quota considerations, intern#& si Taple (HT) and Distributed Hash Table (DHT).
monitoring feature and various users oriented @lic  Therefore, this section further explains the meshadd
The APAC (Australian Partnership for Advanced jmplementations of HT and DHT (Banejatal., 2009;
Computing) Grid interconnects various Grid SitesLatipetaI., 2011; Salaheddiet al., 2009).
distributed across Australian Institutions and
Universities. The APAC Grid uses a hierarchicalyagh Taple (HT): The hash table is a fair and feasible
information service, MDS-2. VPAC (Victorian \yay of resource optimization in the last few yeas.
Partnership for Advance Computing), which is a partyash table entry stores an item which is compogeal b
of the APAC Grid, hosts the centralised GIIS (Gridkey and possibly some data, i.e., a pair of <k, ld>.
Index Information Service:-a component MDS-2), hash table, every table position has a pointetialhi
while the rema|n|ng Grid S!teS run the GRIS (G”d pointing to an empty value. When an item is inskite
Resource Information Service) that connects to thghe table, the pointer of the corresponding pasitio
VPAC GIIS. A Grid resource broker who wishes 10 refers to it. The hash table structure used byriimimal
access the APAC Grid has to contact the VPAGperfect hashing approach is designed such a wayaltha
GlIS, as contacting one of the other Grid sitesthe items which are inserted directly in the tafflais
running a GRIS would only allow access to design is optin many ways such that there arenmatye
information about that particular resource. entries in the hash table and no space is lostwkien the
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data volume in the item is large. The minimal perfe The Cuckoo hashing mimics the cuckoo chick’s
hashing avoids the use of memory space to keep theshavior and uses two hash functionhand h(k) to
pointers and the space overhead does not depetion get two possible table positions for a given tevihen
items length. Some of the open addressing techmigs a term x has to be inserted in the structure, drthe

li hashing, quadratic hashing, double hashd . " .
ﬁgzﬁngaasn:jnguc?(g% r:gsl(r:]ing.s ng, double hasitegse two possible positions;fx) or hy(x) is chosen. If the

The linear hashing is the simplest open addressinghosen position is already occupied, the term y
schemes which uses a hash function and testsqusiti contained there will be removed from the structure,
and so on, until it finds the term k being searchedyielding an empty position to the term x being ihse.
Otherwise, if it finds an empty position, or if the Term y, in turn, has two possible positions given b

sequential search reaches position h(k) after ngnni |, d C il be i ted
over all other positions, the item being searchedsd d#f)gre?]::y fr?)%)its pcr)igii)%ﬁt?ori/ + ¥ can be insere

not exist in the hash table. The main problem rédr The hopscotch hashing is based on a mix of
hashing is, it degenerates in a sequential sealdmw . P o 9 : ;
techniques from chaining, cuckoo hashing and linear

the number of terms n gets closer to the table size hashi This alaorith desianed f idi
which causes a waste of time. Another issue isvtste of ~ 12SNNG. Is algorithm was designed for providing
little synchronization overhead in a multi-processi

space caused by empty positions in the hash table. _ ; ; k
The quadratic hashing is very similar to linear €Nvironment and for high cache hit ratios. Furthaen

hashing that uses two additional parameters r and ¢S performance does not degrade when the tabk loa
The parameter r indicates how many positions aheaffictor is high, i.e., more than 90%. In hopscotch
from the current position of the next search far ttrm  hashing each key is mapped into an entry in ary arfra
k will be performed and the parameter q indicates t entries using a hash function h, but in case dfsioh
the value of parameter r will be added to afterheacit may be stored in one of the next H-1 neighboring
iteration. The quadratic hashing is expected toehav entries, where H is a constant. This fixed range of
better performance when compared to linear hashingntries is called a virtual bucket. Each entry leeep
for higher load factors, since it prevents the pihn  information on its keys’' virtual bucket, with the
of clusters which delay the search for items. Hoavev purpose of finding the exact physical location atfe
this method shares some problems found in lineakey mapped into it. Each virtual bucket overlapshwi
hashing, e.g., the waste of space due to emptyi@usi  other virtual buckets in the entry array.
and the waste of time due to successive collisiamsn The sparse hashing is based on a sparse array
n gets closer to m. The quadratic hashing methogl mastrycture that uses little memory space and it is
also have a smaller spatial locality when compdced jmplemented as an array of groups A, where the
linear hashing, as the pace r may become muchrlarggumber of groups in a sparse array of m entries is
than one. The period of search is defined as thebeu  caiculated as G m/M]. Each group stored in A[g],
of entries that appear in a sequence from a paticu ggg<G, is responsible for m indexes of the hash table
initial position before an entry is encounteredcevi j e A [0] is responsible for the items in the garfo,M
The period of search should preferabaly be the smne % A[1] for the items in the range [M,2 M and so on.
the table size m or, at least, as large as possiblgach group g contains an arraytRat stores the actual
Otherwise, the table may appear to be full whereti®@  jtems, an S-bit number to control the size gfeRd a
still space available. If m is a prime number thba bitmap B, of size m. The bitmap Bindicates the
period of search for the quadratic hash method®s m  assigned indexes in the range [O]M If B[fl=1,

The double hashing also study in a way veryomf<M, then index f has a corresponding value stored
similar to linear hashing, but instead of one fiorctit in Rg. An item in group g with an offset f is not
uses two: f(k) and h(k). The first one produces values necessarily placed in position f of,ut in the position
in the range (0, M), mapping the term into its position Rglil, where j is the number of bits set from[8] to
in the hash table, the same way the hash function iBJf"]. Therefore, the array Ris dynamically
linear hashing does. The additional functionlkh reallocated when new items are inserted into iusTh
produces values in the range 1;'nwhich are used as the size of Rcan differ among groups.
steps in the process of finding empty positionsu¥s Although being very efficient in memory usage,
produced by k) are relatively primes to the table size sparse hashing is not designed to be efficieninie:t
m. The double hashing reduces the problem ogtach lookup needs to perform a sequential search
clustering in a better way than quadratic hashiogsd through B, to find the position of an itemgRHowever,
This is because functiony(k) provides a different step it presents a high spatial locality and this inse=athe
d for each key k and the multiple step sizes predauc number of cache hits when we perform insertions and
more uniform distribution of the used positions. lookups in the sparse hashing structure.
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Distributed Hash Table (DHT): Now a day, Since no collisions occur, each key can be retdeve
Distributed Hash Tables (DHT) is a part of manyrPee from a hash table with a single probe. A MPHF is a
To-Peer (P2P) applications in the Internet. To ment PHF with the smallest possible range, that is,thsh

a few examples, DHTs are used to track theable size is exactly the number of keys in S. MBHF
Upload/dOWnload ratings in Bit Torrent and resdtest are W|de|y used for memory efficient Storage anst fa
identifiers to IP addresses for Host Identity Peofo  retrieval of items from static sets. Differentlyofn
(HIP). Each DHT node maintains a routing tabletsf i oiher hashing schemes, MPHFs completely avoid the
neighbors containing node Identifiers (IDs) and IPpyroplem of wasted space and wasted time to dehl wit
addresses. The main service provided by DHTS igqisions. Until recently, the amount of spacestore
routing a lookup query for a certain key to a DHide an MPHF description for practical implementations

that stores the value for that key. : ; .
Consider a DHT consisting of N nodes. Node IDsfound in the literature was O (logn) bits per keyla

are assigned from an identifier space with a degan Lherr(]a_fore s;]mnar toRthe ?verh?tad OfMSSaT:e of oth?r d
metric. Each node s maintains a routing tableofl ashing schemes. Recent results on S presente

entries (u, 1P, where u is a neighbor and,IR its IP in the literature changed this scenario: an MPHR& ca
3 ’ u

address. Hence, s forwards messages to u via tfoW be described by approximately 2.6 bits per key.

underlying IP network. A message to a destinatioten

d goes sequentially to nodes who's IDs are RESULTS

progressively closer to d according to the distance

metric. If VOT,, then s is forward a message to v A simple system design is shown in the Fig. 4.

forming the one-hop path-s> v. Routing from s to d The distributed resource discovery system that
takes several hops forming a multi-hop path'd. supports multi-attribute based information search

DHT is divided onto global and local parts. In the \yhich handles multi-attribute lookups by creating a
global part, a message is delivered close t0 thge,arate routing hub for every resource dimension.

destination. In the local part, .the_ destm.atlonatsa Each routing hub represents a logical collection of
nearby node. The reasons for division are: ) . .
nodes in the system and is responsible for

» Since a node is responsible for the keys closest t@a.intaining range value_s for a particul_ar Qimension
its ID, let a lookup message arrive to a node closévhile the notion of a circular overlay is similap t

to the key DHTs, it does not use any randomizing
«  Various replication techniques support routing into€ryptographic hash functions for placing the nodes
an area of neighboring nodes and data on the overlay. In contrast, this netwisrk

+ A DHT node knows its neighborhood well, organised based on set of links. These links irelud
keeping close nodes to its routing table whenthe: i) successor and predecessor links within the
possible. Obviously, global routing is more local attribute hub; ii) k links to other nodes time
vulnerable to attacks local attribute hub (intra-hub links); and iii) ofiek

o . . ) ~per hub (inter-hub link) that aids in communicating
DHT routing is either iterative or recursive. With \\ith other attribute hubs and resolving multi-

iterative routing each node on the_ lookup pathrretu attribute range queries.
the next-hop node v to the querying node. Therlatte . . .

. . In this model, the total routing table size atcal@
then contacts v to get iteratively closer to the, . .
destination. With recursive routing, each node s IS k+2. When a node_nk_|s presented with message o
lookups directly to the next hop nodes and the yjogr f'ﬂd a nodhe that_ r;:gmtam_s a rrc?mghe Valﬁe [I:’ rli(] .
node receives a response from the destinatioratiker chooses t € neighbor ni- suc t at the cloc WISE
routing is more secure since a querying node caffiStance d(li, v) is minimized, in this case thedeai
control the routing progress. Nevertheless, mordnaintains the attribute range value [li, ri]. Keg t
network resources are consumed and iterative igin Message routing performance of Mercury is the ehoic
not possible when a querying node cannot directlyPf K intra-hub links. To set up each link i, a nattaws
contact some nodes on the path, e.g., due to NiTs. & number x €& | using the harmonic probability
this study, we consider recursive routing only. distribution function: pn(x) = 1 n log x. Followirthis,

a node ni attempts to add the node n‘in its routaide
Perfect Hash Function (PHF) and Minimal Perfect ~ which manages the attribute range value r + (Ma)-ma
Hash Function (MPHF): A PHF is an injective xx; where ma and Ma are the minimum and maximum
function that maps keys from a set S to uniqueeslu values for attribute a.
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Identifier Space : [0,64]

Attribute Configurations:

- Search for resources: H() 1 inChordspace: 1
Name Range |Unit | Hex l
' 40 <CPU-Speed <50 | 50.4 < CPU-Speed < 63 |
CPU-Speed| [0.5] | GHz |63x5 | | 762 <= Memony <= 1024 -
— . S—— i — T — S - = Y <=
Memory | [0,1024]) MB |63x/1024 S ——

CPU-Speed:{B2}
Mem-size:{ C2,E1}

A1(1.0GHz 512 MB)

CPU-Speed:{H1}
CPU-Speed:{} Mem-size:(B1,H1}

Mem-size:{ }

NO&E Ad)
i B1(0.8 GHz, 128MB)

B2(4.8 GHz. 256 MB)

Search_

HA(0 . 4GHz 128MB) (57 et
Requesi(3) ," . NEI’:LE’- B(g

CPU- Speed:{A1,B1}
| Search 7 | Mem-size:{B2,E2}

‘,‘ Request(2)

C1(26 Hz.512MB)
Node C(20)  cocp aaHz,1024m8)

CPU-Speed:{F1.61}
Mem-size:{ }

“t., Search_Request(1)

F1(4.2 GHz 788MB) CPU-Speed:{}

Mem-size:{ }

CPU-Speed:{E1}
Mem-size:{F1,61}

E1(3.66 Hz,1024MB) Node E(40)
E2(2.4GHz,258ME)

CPU-Speed:{C1.C2,01,E2)
Mem-size:{A1,.C1,01}

Fig. 4: Data flow on Hybrid Scheduling in Grids$gm
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