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Abstract: Problem statement:In this study, a Model Order Reduction (MOR) meths proposed
for reducing higher order system into lower ordgstem. Speed controller design is carried out ¢o th
lower order system by Genetic Algorithm (GA) apprband this controller is used to higher order
system.Approach: This study is used to find a solution to a givdreative function employing
different procedures and computational techniqudse problem area chosen is that of lower
order system modelling used in design of speedrotiet for Permananent Magnet Synchronous
Motor (PMSM) drive.Results: Genetic Algorithm obtains a better controller v@duhat reflects
the characteristics of the original higher ordesteyn and the performance evaluated using this
method are compared with the existing approximatisthod.Conclusion: Performance of this
Speed controller has been verified through Simatatising MATLAB package.

Keywords: Permananent Magnet Synchronous Motor (PMSM), dgesetic algorithm, lower order
system modelling, speed controller

INTRODUCTION Many control system applications, such as sagellit
altitude control, fighter aircraft control, modedded
During the early 1950s researchers studiecpredictive control, control of fuel injectors, aatobile
evolutionary systems as an optimisation tool, véth spark timer, possess a mathematical model of the
introduction to the basics of evolutionary compgtin process with higher order, due to which the system
(Sivanandam and Deepa, 2009). Until 1960sdefined becomes complex. These higher order models
evolutionary systems was working in parallel with are cumbersome to handle (Sivanandam and Deepa,
Genetic Algorithm (GA) research. At this stage, 2009). As a result, lower order system modelling ba
evolutionary programming was developed with theperformed, which helps in alleviating computational
concepts of evolution, selection and mutation. &wll  complexity and implementation difficulties involvadthe
(1992) introduced the concept of Genetic Algoritaen  design of controllers and compensators for highidero
a principle of Charles Darwinian theory of evolutito ~ systems. Further, the development and usage ofomicr
natural biology. The working of genetic algorithtarss  controllers and microprocessors in the design and
with a population of random chromosomes. Theimplementation of control system components has
algorithm then evaluates these structures anda#isc increased the importance of lower order system timzpe
reproductive opportunities such that chromosomes(Prasad, 2000; 2003a; 2003b). Thus, in this stGeyetic
which have a better solution to the problem, aree gi Algorithm is used independently to higher orderteys
more chance to reproduce. While selecting the besind a suitable lower order system is modelled
candidates, new fitter offspring are produced andSivanandam and Deepa, 2009).
reinserted and the less fit is removed. The exoharig The availability of modern Permanent Magnets
characteristics of chromosomes takes place-usingPM) with considerable energy density led to the
operators like crossover and mutation. The solutiordevelopment of dc machines with PM field excitation
is defined with respect to the current populatiG®  the 1950’s. Introduction of PM to replace
operation basically depends on the Schema theoremlectromagnets, which have windings and require an
GAs are recognized as best function optimiserdsaansed  external electric energy source, resulted in comgac
broadly in pattern discovery, image processingnaig machines (Islamet al., 2011). The synchronous
processing and in training Neural Networks. machine, with its conventional field excitation ihe
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rotor, is replaced by the PM excitation; the slipgs  where, the electromagnetic torque is given by Eq. 3
and brush assembly are dispensed with. With theradv

of switching power transistor and silicon-contrdlle :§_E)\ i 3)
rectifier devices in later part of 1950s, the replaent ¢ 22 e

of the mechanical commutator with an electronic

commutator in the form of an inverter was achieved”And if the load is assumed to be frictional, thep &
machines (Islanet al., 2011). The armature of the dc
Therefore, the armature of the machine can be en th )
3PV b =k 5
E E af [ 'gs l'lqs ( )
avilable for insulation in the stator. The exciatifield
inside out dc machine’ with the field and armature P
contains design of speed controller for permananfnd torque consatnt is Eq. 7:

These two developments contributed to theT —B. @
development of PM synchronous and brushless dct ™ ~tm
machine need not be on the rotor if the mechanicalI :Nh'Ch’h _uplog SSU?St'tUt'On’ gives the
commutator is replaced by its electronic version &'€ctromechanical £q. > as:
stator, enabling better cooling and allowing higher Jp+ B Y =
voltages to be achieved: significant clearance espsc
that used to be on the stator is transferred torote The frictional torque coefficient is Eq. 6:
with the PM poles. These machines are nothing dout *
interchanged from the stator to rotor and rotostsdor B :EB' *B, ©)
respectively (Pillay and Krishnan, 1989). In thisdy
magnet synchronous machines using Genetic
algorithm based lower order modelling. 3/ PV
[E) ')\af (7)

Speed controller design:The design of the speed- i
controller is important from the point of view ofiparting
desired transient and steady state characteristidbe
speed-controlled PMSM drive systems (Islan al., e

2011). A proportional-plus-integral controller isfficient dal'.’rﬁgoﬁ)\gteefr}gwr%g;gd 1és a gain with a time lag
for many industrial applications; hence, it is ¢dased in (Talebiet al., 2007) by Eq. 8-10:

this work. Selection of the gain and time constaftsuch '

a controller (Talebgt al., 2007) by using the symmetric- G, (s)= K, ®)
optimum principle is straightforward if the d astator ' 1+sT
current is assumed to be zero (Wallace, 1994)hén t
presence of a d axis stator current, the d andnrgu  Where:
channels are cross-coupled and the model is nearlias

The Eq. 1 and 5, when combined into a block dragra
with the current-and speed-feedback loops addeatf&h

a result of the torque term . Under the assumptianthe  K;, :0.65£ 9
d axis current being zero (i.€;, =0), then the system Ven

becomes linear and resembles that of a separaicited 1

dc motor with constant excitation (Sharetal., 2008). T, = (10)
From then on, the block-diagram derivation, curteop ¢

approximation, speed-loop approximation and deamat \yhere, \; is the dc-link voltage input to the inverter
of the speed controller by using symmetric optimam®  (jsjam et al., 2011), \i, is the maximum control
identical to those for a dc motor drive speed alietr  yoltage and fis the switching (carrier) frequency of
design. the inverter.

. I _ The induced emf due to rotor flux linkages, is
Block diagram derivation: The motor q axis voltage g9ee

equation with the d axis current being zero becomesq'

(Sharmaet al., 2008): e, =\, w (V) (11)
Vos Z(RHL Pt 0D o (@ Current loop: This induced-emf loop crosses the q axis
And the electromechanical Eq. 2 is: current loop and it could be simplified by movirftet
pick-off point for the induced-emf loop from spetxd
E(T -T,)=Jpw, + Bw @) current output point. This gives the currnt-loopnisfer
20 S function (Sharmat al., 2008) from Fig. 2.
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This induced emf loop crosses the q axis current _ a,+ast 3%+ .+ a,"s
loop and it could be simplified by moving the pick- (s)= b,+bst b3+ .+ B &+ p's (14)
off point for the induced-emf loop from speed to o o
current output point. This gives the current-loop
transfer function from Fig. 2 as Eq. 12 and 13:

G (S) can be expanded into a power series about S
= 0 of the form Eq. 15-17 (Shamash, 1975):

igS(S) - |r| a(1+ST)

= 12 -
it *(s) HKK (L+sT)+(1+sT,) (12)  G(9=g+gsr g+ (15)
KJK,+@+sT,)Q+ ST
{ athb ( S a)( S m} Where:
Where: N
Co :F (16)
1o _Lbe, 1o _J °
Ka_ivTa_ivKm_iva_ivKb_Klt< n?‘af (13)
R R B B
s s t t And
This current-loop transfer function (Krishnan and 1 .
Ramaswami, 1974) is substituted in the desigrhef t c, :{ak —qu_i , k> C a7)
speed controller as follows. by =

Speed controller: The speed-control loop is shown With:
in Fig. 3.
d =0 Ok>n-1
Drive parameters: The PMSM drive system
parameters are as follows: The d are directly proportional to the time
moments of the system, assuming the system isestabl
Rs=1.40, Ly= 0.0056H, l;= 0.009H A= 0.1546 Wb-  Eq. 18 (Shamash, 1975):
Turn, B=0.01 N-m/rad/sec, J = 0.006 kj P =6,§
= 2kHz, V;,= 10V, H,= 0.05 V/V, T,= 0.002 sec, H d,+ds+ dé+ .+ d, s

= 0.8 VIA, V4=285V. (9= e,+test g&+ .+ g 'S+ & (18)

From the gbove drive parameters the following Then for R (s) to be Pade approximant of G (S, th
values are obtained: following Eq. 19 and 20 are obtained:

Inverter: Gain,K, = 18.525 V/V; Time constant,T=

0.00025 sec. % =& (19)
Motor (electrical): Gain, K= 0.7143; Time constant,T

= 0.0064 sec. d1=eoDa+ elg

Induced emf loop: Torque constant,=2.087 N.m/A (20)

Mechanical gain, = 100 rad/s/Nm; Mechanical Time = e D,?r J+ qur e
constant, J,= 0.6 sec. 0=
Kp= KiKhas= 32.26. &L, +

Proposed method of model reduction: The From the Eq. 16 and 20:

proposed method of model reduction is Cross

Multiplication of Polynomials Model order reduction . _8% _ G (21)
method. It consists of the following steps in the ° b, e

system approximation process.
] ) From the Eqg. 21, let Eq. 22:
Step-1: The denominator and numerator polynomial
constant terms in the reduced order model are
obtained through Pade approximation: The transfer aO:dﬂ}
function of higher order () is considered as Eq. 14: by &
1703
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Step-2: The unknown coefficients of different Deepa, 2009)Consider, the transfer function of higher
powers of ‘s’ remaining in reduced order model are  order (") as:

determined: The given higher order system transfer

function is equated and cross multiplied with drder a,+astgé+ .+ a,"s

general transfer function. This process yields fn+2 (S):b +bs+ b+ .+ b 5+ p's
equations with (2r-1) unknown reduced order transfe o o
function coefficients. This step is similar to thedel
order reduction method proposed in Maniganeaal.
(2005), where the values of er d, are kept as equal to
‘1’ irrespective of the system condition to obtdhe T+TS
values of unknown coefficients in the reduced orderGri(S)=%
model transfer function. But in this proposed metho SH LW S,
the values of gand ¢ are obtained through Pade . . . .
approximation ﬁethod@as detailed in step—l.gThisi:te where,('is the damping ratio and, is the undamped
to better system approximation as compared to tnhgatural frequency of os.cnlauon in rad/sec. Théuea
model order reduction method proposed by Eq. 23 anff T+ and T corresponding to Eq. 28 can be computed
24 Manigandarmt al. (2005): as T, = Ty andT, =S,/w%,. Where, the transient gain

(T, and steady state gaing&re computed as:

The general form of the transfer function of aosec
order system in thedomain can be represented as:

(28)

a,tastad+ .+ a,'s
Porbist Bt 4 RS B (23) a, %
d,+ds+ d,é+ .+ ¢, 5§ Tg:b—1 and Sg:F

= ral r n 0
g, +egst g8+ .+ g, T+ €

By using proposed scenario-1, the reduced order

(a+asrad+ .+ a,'s) model obtained in step-2/step-3 is modified in  a
(e, +est g8+ .+ g, 's'+ €} (24)  initial form as Eq. 29:
= (b, +b,s+ bs+ .+ b, 5+ QY d, , d
do+d;s+ d,$+ .+ ¢, 8" e  a
( e.:5") G (9= = _foth2 (29)
» o . €, 8gp ¢ By*Bs+s
The coefficients of same power of ‘s’ on both side e TSt
of the Eqg. 24 equated with each other (Rametsdl., 2 &
2008) and is given by Eq. 25: Where:
anfl I:br = bn Ddfl d d
a,,le_,+a ,0¢= R ,0d,+ hOd, AO:XO:leAlzézTZ’
: (25) o
a, e+ alg+ ghe= bOd+ gk Wl g B,= 2 and B =
a,0e+ 3,0g= hd+ Bd & %
2, [, = by [y The unit step input time response of the initial

second order approximant;GS) is analyzed with a

The (n+2) set of Eq. 25 is solved with the valogés ; ‘g
do, & obtained in (22). This leads to have different Setcomputer program and its characteristics are ndiie.

equations for solving the remaining unknown cumuIati\_/e error_index J using the integral squearer
parameters. Based on the optimal ISE value, th&'the unitstep time responses of the given higiger
unknown values are selected and the resultant eeduc SYSt€M G(S)represented by Eq. 15 and the initial

order model is obtained as Eq. 26 and 27: _second order approximantj(ES) reprgser}ted by Eq. 29
’ is calculated. The cumulative error indeis alculated

d,+d,s+ d,$+ .+ ¢, 5 (26) using the formula Eq. 30:
e, +est g+ .+ g, s+

6. (s)=

r

N
J= t)-y, (OF 30
reass 20y, 0] (30)
G,(s)= d, +d;s (27) where, y(t)is the output response of the higher order
z e,s+gst g system at the N instant of time, ¥t) is the output

response of the second order model at tHenlstant of
Step-3: The cumulative error index (J) for initial  time and N is the time interval in seconds overclhi
reduced order model is calculated (Sivanandam and the error index is computed.
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GA Based PID DC Motor
controller

Fig. 4: Block diagram of the GA based PID contmotiéthe system

Table 1: Parameters of GA From Eq. 29, the reduced order model is obtaised a
GA property Value/method Eq. 33 (Ravichandran, 2007):
Population size 60 ’
Maximum Number of generations 20
Performance index/fitness function Mean squarererro 394.4s+ 336.56
Selection Method Normalized Geometric selection G, (8)=5————, (33)
Probability of selection 0.05 s"+5.796s 4.2
Crossover method Arithmetic crossover
Number of crossover points 3 . ; ; ;
Mutation method P Uniform mutation Speed controller: To obtain an optimum transient
Mutation probability 0.1 response of the system, a PID controller is chosen
with transfer function Eq. 34 (Kuo and Golnaraghi,

Table 2: GA based PID controller gain values 2003; Ogata 2010):
Gain parameters K K, Kq ' '
Gain values 17.70713 31.7933 0.00407 K

. G,.(s)= K +—K_s 34
After giving the above parameters to GA the PIDiwdiers =K, s ¢ (34)

can be easily tuned and thus system performancédean

improved (Thomas and Poongodi, 2009). Where:

Proportional gain
Integral gain
Derivative gain

K
Step-4: Find the PID Controller Constants using GA: P
GA can be applied to the tuning of PID controllamg to KI
ensure optimal control performance at nominal dpgya
conditions. The block diagram for the entire systism The Values of & K and K are obtained by

given below in Fig. 4 and also the genetic algorith Genetic Algori

. gorithm (GA) approach. The resultagt K;
parameters chosen (Thomas and Poongodi, 200%dor t ;
tuning purpose are shown below in Table 1.The eotst and Kyvalues are tabulated as shown in Table 2.

Ko Ki and K are determined using Genetic Algorithm
(GA) approach (Mahonyt al., 2000). The Controller
design for resultant reduced order model will dipse . -
match with the corresponding higher order model. is shown in Fig. 5.

After giving the above parameters to GA the PID where, K, K; and_ Ksvalues are 17.70713, 31.7933
controllers can be easily tuned and thus systenzi‘nd 0.00407 respectively.
performance can be improved.

d

Speed controller design for reduced systemThe
block diagram of reduced system with speed comtroll

Speed controller design for original system:The K,
Speed controller design by proposed method: Ki and K values of speed controller of Original
Transfer function Approach: system is same as that of reduced system. Usisg thi
Original Higher order system without speed value the speed controller.of original system iselo
controller and filter: Let G(s) be the transfer function Fig. 6 shows the block diagram of original system
of the original higher order system. The transferWith speed controller.

function of PMSM drive system without speed

controller and filter is as follows Eq. 31: Design specifications:The system is tested with unit
step input and the design procedure is followedthas
1657.078st 2763.2 (31) on the following design specifications:
G )= 0.000000576%+ 0.0024s
+4.29 + 27.778% 34.63 Maximum peak overshoot = less than 3%
Settling time = less than 3 sec
Reduced order system:Let G(s) be the transfer Steady state error = 2% (assumed for
function of the reduced order system (Portone, 1997 optimum response)
The transfer function of the reduced order systdm o Before proceeding on to
PMSM drive by the application of proposed method is the  simulation, the
as follows Eq. 32: starting values of the
parameters of controller
_ 3237.95s+ 2763.2 are deduced using newly
G, (s)= (32)
8.21¢ + 47.59% 34.6 proposed procedures
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K G (s) 394 4s +336.56 2
L+ —L+Kgs > J(8)=————— » C
Kot ke 5, +5.796s + 4.22 i
Speed controller Reduced system

0.05

1+ 0.002s

Fig. 5: Block diagram of reduced system with speautroller

), o—-@—p I\p+T‘+I\ds — G (s) » O,

n (=)} ~1 (8]
=3 = = <

4=
=)

Amplitude

Speed controller Original system

0.05

A

1+ 0.002%

Fig. 6: Block diagram of original system with spesshtroller

Step response of original system

i A System:' g
| System: g Peak amplitude == 79.6

Settlingtime (sec): 0.792 Overshoot (%)

System: g : Attime (sec
Risetime (sec):0.443 i
i

0.2 0.4 0.6 0.8 1
Time (sec)

Fig. 7: Step response of original system withoeteshcontroller
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Step response of reduced system

80 T T T
by Svstem: g
i System:g Peak amplitude == 79.6
. - i Settling time (sec): 0.788 | Overshaot (%) 0.00967
70§ | System:g H At time (sec) > 1.2 |
i | Rise time (sec): 0.444
60 '
50 =
2
= 40 *
£
-
30
20 =
10
0 | I | | |
0 0.2 0.4 0.6 0.8 1 1.2
Time (sec)
Fig. 8: Step response of reduced system withowtdspentroller
System: M3
Peak amplitude: 244
Overshoot (%) 21.8 Step response of original system with controller
25 Artime (sec): 0.00677 ‘ . b . T
System: M3
Final value: 2C
20 s
[ System: M3
. System: M3 Settling time (sec): 0.0193
Ris¢ time (sec): 0.0027
150 N
=
-TE—
<
10
5
0 L ! | | I
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

Time (sec)

Fig. 9: Step response of original system with spaedroller

Simulation results: The effectiveness of the newly Step response of original system with controllerThe
proposed scheme for the design of PID Speed cdtettrol step response of the PMSM drive system with Speed
for PMSM drives are demonstrated using computecontroller by proposed method is shown in Fig. 9.
simulations. The system is simulated for step inpuiCompared with PMSM drive with conventional speed
using MATLAB-SIMULINK software with and controller it gives better performance as listedable 3.
without controllers (Chapman, 2002). The output

responses of the above simulation studies are given Step response of reduced system with controller:
the following Figures. The step response of the reduced order PMSM drive

system with Speed controller by proposed method is
Step response of original systenthe step response of shown in Fig. 10.

the PMSM drive system is shown in Fig. 7. - . .
Step response of original system with conventional

Step response of reduced systenThe step response controller: Step response of original system with
of the reduced order PMSM drive system is shown irconventional speed controller of PMSM drive is show
Fig. 8. in Fig. 11.
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System: M3 Step response of reduced system with controller
25 Peak amplitude: 223 : ‘ ;
Overshoot (%6): 11.3
At time (sec): 0.00663
--------- : System: M3 sstem: M3
/\ Stetling time (sec): 0.0113 o Toaine 20
20 A i s B¥i i 126
L Sysjﬁem‘l\iﬁ
||| Risq time Geo): 0.00298
J1sE .
=
< 10}
5 ]
0 R | | 1 |
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
Time (sec)
Fig. 10: Step response of reduced system with speswitoller
System: g N
Eiﬁ;‘;;glt‘f?ifé; Step response of original system with conventional controller
L4 At time (se0): 0.0173 ‘ ‘ ‘ ‘ T T
/
Sysiem: g - System: g
; Settling time (sec): 0.0376 Final value: 1
) f System: g
-§ 0.8 ’ Riseltime (sec): 0.00648
T
0.4H] | -
oal] | _
0 A | ! I L -
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
Time (sec)
Fig. 11: Step response of original system with emtional speed controller
MATERIALS AND METHODS problems.The use of GA methods in the determination

of the different controller parameters is effectiiee to
For an ideal control performance by the PIDtheir fast convergence and reasonable accuracy.This
controller, an appropriate PID parameter tunning isvork the parameters of the PID speed controller is
necessary (Oét al., 2008). Mostly used PID controller tuned using Genetic algorithm.
tunning methods for drive controls are Zigler-Nitsho
method and symmetric optimum tunning method.These RESULTS

tunning methods are very simple, but cannot guagant In this study, the performance of a PMSM drive
to be always effective. To surmount this inconveo®&  ith MOR based speed controller is evaluated on the
optimization procedure may be used for the bettepasis of rise time, settling time and maximum
design of controllers. overshoot. The performance of the drive system with

Genetic algorithm (GA) methods have beenMOR based controller has been improved as compared
widely used in control applications.The GA methodwith the conventional Pl speed controller (SinghQ&).
have been employed successfully to solve compleXable 3 gives the response of the drive system.
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