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Abstract: Problem statement: Major technological development in recent years led to the usage
of shared streaming solutions by Peer-to-Peer (R&Ro-on-Demand (VoD) systems in the Internet.
Video streaming in P2P network systems has ampleuatrof loss of video packets due to network
disabilities such as congestion, intrusion, conmiggtproblems, excessive network collisions etc.
Adding onto the video streaming problems, Video deie Recorder (VCR) operations require
flexibility of playback to the user. So, any migpior randomized packets from the video have to be
instantaneously corrected and generated apprdpriatpproach: In this paper, we study the working of
VoD streaming system that uses Network Coding (R€)mproving the delivered video content at the
end-user by correcting the error packets. We, stigtyNC not only, materializes uninterrupted pkeglib
but efficiency in VCR operations particularly, teeek operation have also improved the user petteive
quality of videos. Our setup handles the NC geaoemesent at the proxy between the media seneethen
peer clients, reducing the overhead at the sefV&r.relevant packets that are lost within each-plsamt

are generated with the NC pack@&ssults The receiver detects error due to loss of packetcarrects at

a much faster pace than the time consumed fomegtiasion. This helps in improving user efficiemcy
VCR operations also. Though, NC provides added radga in P2P VoD systems, there is initial
transmission delay, a time cost incurred in videmesning. This time cost is rather small when caegbo

the difficulties within the Internet for the retsamissionsConclusion: From the study we observe, that NC
when applied to P2P VoD has few difficulties. Tlag complexity in implementing NC and tradeoffs on
the part of NC in video streaming. Based on timé aache constraints these difficulties are not
overwhelming when the actual benefits reaped ara lionger period of time.
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INTRODUCTION video in the case of VoD. If a few packets are misis
. . data transmission, then the results are to somenext
Video streaming has become a common day to d

'Alerable, but in video, even if some packets areupt,

activity for all internet users. Recent advances ifhe oytput is not tolerable as it is highly delapsitive.
multicast video streaming algorithms have opened Ug, order to provide quality content for high prefil
new ways to benefit Video-on-Demand (VoD) servicessers who pay more we bring out a solution using

to potentially millions of users with the help oéé?-to-  Network Coding (NC) concept which would lead to

Peer (P2P) network groups. Peer-to-Peer Video-Onficient and fast recovery (Chaet al., 2010). The
Demand system (P2VoD) is a distributed networkihegretical study in math has provided a vast athgn
system, where the central control of the systemois

. ; . of using Network Code over the other preferred (R@)
given to any fixed node. Every peer in the systes a pjicast streaming mechanisms @Lil., 2003). Though

as a server and client put together. Due to contro} js complex to implement in real world scenariois

decentralization at peer networks, failure nodes\db  mechanism proves to be more advantageous than most
affect the system in such a way that it would lé@ad o ier systems (Nguyesal., 2007).

network failure (Thomos and Frossard, 2009b).

Though, P2P has proven to be a fitting success \ithen Using the <_:oncept of Network C?odmg, packet I(.)SS
comes to serving streaming requests, it still hagom and errors during packet transmission can be redtif

drawbacks when it comes to serving users withoutVith €ase and provide efficient content when coregar
corrupt or lost packets. This creates messagéctaniti ~ With regeneration of packets through other error
retransmission traffic at the peer nodes. Alsos thi correction methods such as FEC, etc €val., 2007). In
brings down the quality of the streamed contenhs@ag  this paper, we setup a video streaming systeniPiea-to-
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Peer environment with a proxy between the Mediae8er as the complexity is more. Linear Network Coding
and the peers. To provide with maximum video efficiy, ~helps to achieve more throughputs in multicast
throughput, error resilience and adaptability, sgstem is  networks. Since, we try to provide efficient VCR

designed to withstand resilience and fault toleramd  Playback for the users we select Linear Networkecod

Network Coding has been used to achieve th&@ver Random Network coder.

enhancement at the user end with little drawbackhen Thgre were very few W_orks_ done in media
initial playback latency. streaming with Network Coding in the past, but

In P2P networks, the distribution of the video isrecently, we find that Network Coding in media

done through packets. When a file is downloaded b freaming has galneo_l momentum due to the f"%C““hat
s robust and theoretically claimed proof beneffitsre
many users, these users help each other so that the

server load is significantly reduced. When users arprovided ample opportunity in this field (Waagd Li,
. o 2007). Hence, we study its impact in media stregmin
dynamic, few packets are tent to go missing from th

network. Network Coding helps in packet availailit with  VCR functionality that enhances performance
' S ; th h b ti kets f twork
Network Coding is a concept where along with the rough a proxy Dy generaling packels from newwor

- 4 coded packets as the same way as error packets are
original message, some more packets are piggybackefanarated. This has not been dealt so far. Weatry t

Any lost message packets can be retrieved fromethes, g on the available VoD systems that are prefemt
piggybacked packets. The nodes do not relay th@vorking with NC.

packets that they receive as it is, they will comebihe

packets_and Se”?‘ .them out as the piggybgckeq ISac"%&elated works: Peer-to-Peer file downloading and
along V.V'th the original message. When a wdeo '9,936 streaming have become popular internet applications
_transm|tted from source to des_t|nat|on, t_h(_a videeplit this project, characteristics of a video streanspgtem

into packets. When the node is transmitting paci®ts ;, 5" peer.to-peer environment are understood and an
other nodes, all the packets do not necessz_;lrll;eltra efficient system that incorporates those concepis h
through the same channel. So each packet mightiend been implemented (Wang and Ans2011)

travelling in a different channel. When they redbh The major components that are présent in mostly
destination, the quality of the video packets thas all Peer-to-Peer streaming systems are: (1) a Bet o
been received has to be ascertained. If any paekets servers as the source of content (€.g. mo.vie;)a @t

lost in the transmission, then re-transmission hafse of trackers to help peers connect to other peeshaoe

packets causes delay in play back of the vide@oses i
- : o . the same content; (3) a bootstrap server to hedpspe
jittered video play. This is where the Network Gugi find a suitable tracker (e.g. based on which

comes in handy. Every peer node has a network éoder . . )
it. When transmitting packets, it performs coding al geographical region the peeris located) and toprer
the packets that are present with the node atpthiat other bootstrapping fu_nctlons; .(4) other servexhsas
and piggyback them along with the video packetshat log servers for Iogglr_lg S|g_n|f|cz_;mt events for data
destination end, if there are any lost packetsn tine measurement, as ment|on_ed in¢tal., 2_012)'
packets are regenerated using these piggybackkdtpac A numper O_f PZP I_|ve stref_;\mmg systems are
There are two types of Network Coding, linear anddeployed with high viewing quality but low server
random. In Linear Network Coding, each nodeburden, including Cool Streaming, PPLive, PPStream,
generates a new packet which is a linear combinatio UUSee, AnySee and Joost etc (Lei al., 2010).
packets received by it, as explained in (Thomos andiowever, there are vital differences between live
Frossard,2009a; Liet al., 2003; Hoet al., 2003 and streaming and VoD streaming (Li and N2Q11). For
Wang and Li, 2007). In Random Network Coding, example, users’ interactive behaviours like pausing
each node independently chooses mapping of input ttandom jumping are allowed when they are subscribed
output to generate Network Coded packets as given i, \/oD services but live streaming systems do notige

Niu and Li, 2007; Hoet al., 2003. The linear ;
e ! e these features. As a result, the design and deplatyaf a
combination of the input packets, with randomly sé1o real world P2P-VoD system is more difficult thafP2aP

coding co-efficient is done in our work. The worgiaf : . . ;
NC in P2P networks and its development from thélive streaming system. In fact, on demand videgasting

normal networking has been given in Huang andS NOta new topic and the research begins simbedis.

Zhang, 2011. We use the Linear Network Coding!P multicast based proposals like patching, pesiodi

technique, as it is simpler to implement linearaeter ~ broadcasting and merging faced the deployment gmubl

and decoder in practice (Lét al., 2003). Random of IP multicast. Later on we find that, there aneuanber

Network Coding takes more time to encode and decodef proposals for peer assisted Video-on-Demandrsiirey
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such as tree-based approach and overlay tree basec, . ... P2P network
patching were also developed. §

The ability to deliver large amounts of data at a -/K:l‘
reduced deployment cost is one of the reasons @Ry P } m==) | Proxyserver | mmmp |7 5 &:ﬂ
systems have become quite popular (Papadimitriou an fin! N
Steiglitz, 1998). The inherent self organization and [ g

resource scalability available in such environments Video packets Video packets
when utilized can prove really beneficial. Moreqgver
our system working with the proxy server providesfig. 1: System design
improved performance than the Dynamic Skip List
Based (DSL) system proposed by Wang and 2008. . . .
This wcgrk of)ouyrs mar?aggs heter}c/)genegus peer systeryl €dia server: In any VOD system, there is a Media
which have not been dealt in DSL. Server. In our system too, available movies (vifiles)

Loss of media packets is a common problem and@re stored in the media server and based on the pee
this could be attributed to events of network caiga  request; the video is retrieved and transmittedht
and transmission over unreliable channels (Wang anpeer. The server has a user interface. It alloves th
Li, 2007). The media content when transmitted properladministrator to upload video files on to the serée
makes sure that the reconstructed video becomes legideo files are split into packets for transmission
susceptible to error propagation.

__Network Coding was first proposed in 2000, in thegeq et handler: The peer request is received at the
information theory community. From 2005, it is a

research topic in Peer-to-Peer networks. In theksvof request handler unit. The request handler gets the
(Li et al., 2012), it has been analysed that Network“,eques,tor peer name, request(_)r peer IP and redueste
Coding is more suitable for Peer-to-Peer steantiag t video file name. The file name is then sent toigeo

in Peer-to-Peer sharing. Network Coding in multicas Storage unit.

streaming has improved the throughput (Clearal.,

2010; Gkantsidis and Rodriguez, 2005; Huang andRetrieval/storage of video files: This unit helps to
Zhang, 2011). ) ) upload the video files into the server. The files all

increase playback time, the network conditions &hou
be optimal and transmission losses should be detht
and (2) for tackling the losses, we incorporate (@Gan
et al., 2010), which in turn increases the processirtheat

file name is received from a peer, then the resfiemit
sends the request to the video storage to finkeiffile
is available in the media server. If the file isifiol, then

client side, causing delay in playback time. the file is split into packets and the packetss@et to
the request handler unit. The request handlertbheit
MATERIALSAND METHODS directs the packets to the requesting peer.

The study of Network Coding in P2VoD has led toAI orithm:
the setup of a Peer-to-Peer (P2P) network withovide 9 ] ' .
streaming. The basic system set up is that of ateee NPUt: Requested video by the user
Peer environment with Network Coding. The initial QUtput: Identified video frames sent by server
repository of all the video files is present in @&dia  Begin
Server that acts as the video streaming serveredls w Search for video in the database
for the P2VoD. The media server is then conneated t If not found return null

the P2P network through proxy server as showndn Fi Else
1. The proxy server has a list of all the peers tosd Check if first frame or R frame
video files present in each of them. This way ffeserl Transmit the requested frame after splitting video

requests for a video which is already with peen2nt Begin
the request is directed to peer2, instead of wadtie
server bandwidth. This way, only peers requestorg f _ : .
. max = maximum packet size allowed

new videos are allowed to connect to the servertia@d )
later requesting peers share content among them. Read file as byte array

The detailed architecture of the video streaming-€n = Sz/max
system in which the Network Coding techniques areSave the video from (part-1)*Len (number of bytes)
applied is explained in this section and it is lasven in ~ End
Fig. 2. End
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Fig. 2: Architecture of video streaming system

Video storage: The video files that are uploaded into request is transferred to that peer by the peermgan
the media server are stored in the uploaded videomodule. The peer acts as the gateway between #rs pe
folder in the server. When the file is present itlie  and the server. It controls which peer communicat®o
storage folder then the file is forwarded to thethe server by only letting peers which requestriew
store/retrieve of video files for the packet spiit If  videos to talk to the server.

the file is not present, a message is sent from the _

request handler to the peer, to communicate tausee  Generation of network coded packets: In the current
that the file is not uploaded into the unit. Instiay the ~ Scenario, a network coder block has been placedein

: o . ; proxy. The network coded packets are transmitted to
video storage clarifies with the uploading peer. the requestor peer along with the original packHts.

R : any of the packets are found missing from the pabi
Proxy server: This acts as a mediator between themessage in the receiver end, then we use the rletwor

server and the peer c_Iients. Peers send their sexjt® . 4eq packets to reconstruct the lost packets.

the proxy; the proxy in turn sends the requestthéo We use Linear Network Coding (Chan et al., 2010)
media server. Filtering mechanisms such as firew@! pere, where intermediate nodes are used to send
placed at the proxy based on the system requirementmessage from source to destination. The Linear
This will restrict the requests that are sent ® ¢hent.  Network Coding method of Hamming Code is used
The different components in our proxy are explainedhere. In Hamming Code, the processing of encodiag t
here. The main task of the Proxy is to update andnessage is as follows. The video is converted go it
manage the global cache, where it stores informatfo ~ binary format. The binary data is taken and itasigeed

the requesting peers and their requested contenthen  With some extra parity bits. A parity bit is placed

; ; every 2K' location (i.e., 1, 2, 4, 8, etc., the value of k
uplpadlng peers and their contents. It maps thespgee ranges from 0 to length of file-n). The value ofisk

transmission from the media server. The Networkl?ggiﬁftgdfrom 0 to the n. This encoded data is

Coding generation is done in the proxy server. At the receiver side, the parity is once again

_ verified with every 2k bit as shown in Fig. 3. Hyabit
Request handler/peer manager: The proxy server gets s corrupted during transmission, then it can benéb

the request from peer and checks its global cazlsed¢  and corrected. The data is then converted backdeov

if any other peer is already having the requestddor  peer networks working is explained in the following
If the video is already available with a peer, thha  sections.
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Video of length n Network coded video of length n

Fig. 3: Network Coding Packets Piggybacked

Client request/media player: Every single peer
instance has a user interface which allows the teser
request for a particular video file. The detailsaopeer
such as: peer name, peer IP address and the red)fitest

Initially a network with a fixed set of nodes isated.
We wuse Linear Network Coding where a few
intermediate nodes are used to send message from
source to destination. The Linear Network Coding
method of Hamming code is used here. In Hamming
code, the processing of encoding the message is as
follows. The video is converted to its binary fotma
The binary data is taken and it is padding with som
extra parity bits. A parity bit is placed at eve®y
location. The value of k is increased from O to $hee
of the file. This encoded data is transmitted.

At the receiver side, the parity is once again

name are sent to the server communication unit.\Wheyerified with every 2k bit. If any bit is corruptetiiring
the peer receives the video packets in responsa to {ransmission, then it can be found and correctéd T

request, then the video packets are played in thdian
player, which has been designed using Java FX aodtw

Server communication: The details of the peer, peer
name, peer IP address and the requested file neane

data is then converted back to video. The pseude co
for performing Network Coding of the video packats
the different nodes can be explained as follows; Be

e the " peer, Number of packets received by Pi are

taken and passed on to the proxy server, by thé--K..-n, viz, n packets. Let, m, be the number of
communication module. This module handles theParity bits in the K packet, the number of bits in packet

request that are issued to the peer and also #®tbat
go out of it.

are 2-m-1. So the numbers of bits that get transmitted
are 2-1.

Peer handler: When peerl requests the proxy for Algorithm:

videol which is already with peer2, then the retiges
passed to peer2. Now the peer2’s peer handlerisinit
used to transmit the requested video packets td pee

Local cache: The video files that get delivered to the
peer are stored in the local cache. When the usiess

to play the video, then the video packets from this

folder are taken and played in the media player.

Network coding module: When a peerl requests for a
video available at peer2, then the proxy transthes

request to peer2. Now peer2 acts as the server and
sends the video in packets form to peerl. Beforg

sending from one peer to another, the video unésrgo

Input: K"packet

Output: Encoded'kpacket
Begin

At the transmitter end:

« Generate the data array (binary data) from the

video packet

« Insert check bits at every power of 2 location. (i.e
1, 2, 4, 8, etc., the value of k ranges from 0 ém L
(length of file (n))

e Parity of bits between two check bits is calculated

and saved at the' Bocation

This data array is transmitted

the Linear Network Coding process. The network dode at the receiver end:

packets are sending to the requestor peer alotgthet

original message. During the transmission between

peers, if there is any packet loss or some padiets

corrupt, then the packets can be regenerated g usi,

the network coded packets.

Experimental setup: Network Coding, used in Peer-to- :

Peer networks, is not only for better informatidowf,
but also for error correction. In the media stragmi

scenario, a Network Coding block has been placed ifA

Parity for every power of two (1, 2, 4, 8, etc.) is
calculated

If any bits don't match, their positions are reeatd
(W)

Sum the positions of the;wbits is calculated, as
W =X position (w)

The sum is the position of the incorrect bit

Flip the value of the bit in that position

each peer. The network coded packets are trangmitte

to the requestor peer along with the original psckié
any of the packets are found missing from the pabi

The evaluation parameters that have been
considered for the evaluation of the system are

message in the receiver end, then we use the retworesponse time, bit rate and packet loss recovery fo

coded packets to reconstruct the lost packets.

normal video playback as well as for VCR playback.
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Table 1: Evaluation parameters

25

Simulation parameters Values

No. of peer nodes 10 5 20

No. of movies 5 2

Movie length 47-65 seconds v 154

Packet length 10-5 seconds £ —he

Bandwidth 256-2000 kbps Il ————

Simulation time 1 hour = He2
&2 5

We implement our system with the available rescarce 0

as shown in Table 1. The implementation done osethe 1 2 3 4 5

available peers has been studied which would givt No. of peers

more insight on the working of network coded media

streams. Fig. 4: Graph shows response time VS number ofspeer

during normal play back operations
RESULTS

The study with limited resources as presented in Table 2, has the values captured when requests for

: ; video was sent out from peerl to peerl0
Table 1 d_oes not make the system mvahd,_be_cag&g h simultaneously. Peers that were delivered corrupt
we look in for the changes that occur within lindite

peer groups and that are evaluated with compariso ackef[s_and had to perform Network Codin_g to ektrac

from non network coded streams to network codecE“e orlglnal packets are Peer9 and Perl0 in coI_IJmn-
. - S eer6 in row-4, Peer5 in row-9 and Peer4 and Paprl0

streams in linear coded pattern. This, highligtite t rowl0. The values tabulated at these cells for the

major part of our work which brmgs about the néerd respective peer show time stamped values thaitdee |
network coded streams are required not only forehugbit high in time lapse than the others those havest

peer networks but also for the smaller peer netaiork equal distribution.

This provision 'is not Qealt W'th. by. most of the When video requests were sent out at random time
researchers trying to achieve benefits with NC. intervals which we mention here as dynamic VCR
The different systems with which the evaluationrequest time, the response of the system was iifasim
was done are: lines of the Static (regular time interval) respani
Table 3, Peer5 in row-2, Peer8 in row-5, Peer®wn-8
*  Normal P2P Network_ _ _ show the response times when the system performs
* P2P Network + NC(with Base64 video encoding) Network Coding. From the values it becomes cleat th
* P2P Network + NC(with Linear Coding) the delay in transmission between the packetshinat
) i been regenerated through NC and the ones that have
For measuring the response time, the system rufeen received unaltered is 0.4% to 2%. This indicat
was done in all the different situations by_mcragshe that the NC streaming of video packets is better fo
number of peers. The response of the differenesyst oyen smaller peer network groups. It is highly jies

is as shown from the graph in Fig. 4. if NC is incorporated by commercial structures to
handle lower infrastructure groups they could bignef
DISCUSSION with this system. Further, Table 4 shows, the wa¥io

timestamps obtained for VCR operations with NC this
In Table 2, during the testing for the module withis more benefit from the user’s perspective.
Network Coding, one packet was removed from the  From the graph shown in Fig. 5, we can come to a
received video. The peer which received this dataonclusion that, the response time of the peerestgqu
realized this missing packet and decodes the N®ecomes more when the number of requestor peers are
packets for that missing packet alone. Hence, respo increased. Also when the amount of coding increases
time of the module with NC function increases, Hs a in the following ascending order, P2P system, PER w
the other processing such as detecting the missingetwork Coding, we can notice that the response tim
packet and then decoding them consumed more timelso increases as the processing time increases.
The above figure shows the working of the system fo Without Network Coding, we can understand
normal playback. The behaviour of the system whilethat the packet loss recovery is nil. Network Cadin
operating upon different VCR operations at statichelps in effective playing of video despite some
intervals simultaneously by all peers has beenlaésdd.  missing packets.
1640
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1.2 4 —— Without network coding

— Network coding

Packet recovery rate (millisecond)

10 20 30 40 50

Number of packets missing/corrupt

Fig. 5: Graph shows the system ability with norplalyback with and without NC

Table 2: VCR request time (static) and playbacletahdifferent peers

VCR Request sent Playback

out time-static (ms) at Peerl Peer2 Peer3 Peer4  r5Pee Peer6 Peer7 Peer8 Peer9 Peer10
1 12 1.10 1.40 1.20 1.25 1.50 112 1.80 1.70 1.80
5 5.3 5.33 5.50 5.45 5.70 5.55 5.80 6.00 6.20 6.30
10 10.1 10.10 10.40 10.50 10.70 10.40 10.55 10.80 0.101 10.50

15 155 15.10 15.22 15.23 15.25 15.10 15.01 15.25 5.011 15.15

20 20.5 20.50 20.45 20.20 20.20 21.40 20.55 20.75 0.502 21.20

25 25.2 25.40 25.80 25.90 25.30 25.40 25.20 25.75 5.502 26.11

30 30.8 30.90 30.45 30.25 30.70 30.55 30.80 31.00 0.803 30.20

35 35.3 35.10 35.45 35.25 35.50 35.15 35.12 35.70 5.803 35.30

40 40.2 40.40 40.22 40.45 41.10 40.85 41.00 40.40 1.204 40.10

45 46.8 45.60 47.50 48.50 45.70 47.40 45.55 46.75 6.504 47.20

Table 3: VCR request time (dynamic) and playbacietat different peers
VCR Request sent out Playback at

time-dynamic (ms) Peerl Peer2 Peer3 Peerd Peer5 r6 Pee Peer7 Peer8 Peer9 Peerl0
10 11.00 10.50 10.80 10.90 11.30 11.40 10.55 10.730.5 11.20
17 17.50 17.50 17.45 17.20 17.20 18.40 17.55 17.787.50 18.20
18 19.20 19.10 19.40 19.20 19.25 19.50 19.12 19.809.70 19.80
23 23.20 23.40 23.22 23.45 24.10 23.85 24.00 24.4Q24.20 24.10
31 31.80 31.90 31.45 31.25 31.70 31.55 31.80 32.081.80 32.30
43 43.30 43.33 43.50 43.45 43.70 43.55 43.80 44.0@4.20 44.30
58 58.10 58.10 58.40 58.50 58.70 58.40 58.55 58.804.10 4.50
61 61.50 61.10 61.22 61.23 61.25 61.10 61.01 61.265.34 64.30
70 70.20 70.40 70.80 70.90 70.30 70.40 71.20 70.750.50 71.11
82 82.30 82.10 82.45 82.25 82.50 82.15 82.12 82.782.80 82.30

Table 4: Response times for various VCR operations

Fast forward Response time Backward seek Respionse Backward seek Response time
request at time in secs Requests at time in secs queReat time in secs

5 sec 271 5 sec 1.92 5 sec 3.50

1 min 3.21 1 min 2.87 1 min 4.67

5 mins 6.17 5 mins 5.01 5 mins 5.25

10 mins 9.50 10 mins 6.35 10 mins 8.10

15 mins 1151 15 mins 7.00 15 mins 4.50
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