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Mor phological Edge Detection and L ocalization for Fast Iris Recognition
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Abstract: This study involves the Iris Localization basedmarphological or set theory which is well
in shape detection. Principal Component Analysi€AP is used for preprocessing, in which the
removal of redundant and unwanted data is doneliégijpns such as Median Filtering and Adaptive
thresholding are used for handling the variatiandighting and noise. Features are extracted using
Wavelet Packet Transform (WPT). Finally matchingésformed using KNN. The proposed method is
better than the previous method and is proved byékults of different parameters. The testinghef t
proposed algorithm was done using CASIA iris daseb@/1.0) and (V3.0).
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INTRODUCTION details of the texture like cornea, crypts, filansen
) ) _ flecks, radial furrows, stripes, arching ligamenthese
It is a complicated and a minute work to developjrregularly shaped microstructures are so randomly

the automated authentication of individuals. Atser®  distributed patterns which prove the human irioas
the methods such as passwords and electronic aeds of the most important and reliable biometric traits

not secure and are prone to theft and misuse. Abrum An Iris is enclosed by two concentric circles. The

of Authentication technologies such as retinaljnner circle is lying between the iris and the pugid
fingerprint, hand geometry, facial and voice, iristhe outer circle is lying between iris and scleFaese
systems have been developed due to our increasingcles are characterized by gray scale changes. Th
knowledge of the human body’s physiology. Biometricinner and outer boundaries iook like circles betythre
identification techniques use inherent physical omot concentric. The eyelids and eyelashes hidelds
behavioral characteristics which are unique amdhg aappearance of the both circles.
individuals. Generally used biometrics traits are The parts of the iris are formed by many fibers,
fingerprint, face, palm print, iris, retina, earNB,  contraction furrows, coronas, freckles, rifts, d¢sypnd
signature, voice, keystroke, gait. pits. Figure 1 depicts the parts of iris (Meng afiq

Iris is an important feature of the human body2006). These features and their special relatipnihi
among the physiological biometrics and it is uniquel  each other provide abundant information, which is

has better stability.Now a days, lIrisrecognition yseful while authenticating a person through iris
technology has more advantage in the field ofrecognition system.

information security and verification of individaln The fingerprint identification is the mature

the areas such as controlling access to securitgsz0 piometric technique used for criminal investigation
verification of passengers at airports, stationspguter  Major representations of the finger are based a@n th
access at defense establishments, research ortyamiza entire image, finger ridges, or salient featuresved
data base access control in distributed systenss. Irfrom the ridges (minutiae).These characteristics ar
recognition systems are currently being deployed inused to generate an orientation field of the fipget,
many countries for airline crews, airport staffational  which subsequently provides the discriminating itketa
ID cards and missing children identification for authentication of persons. Their low cost and
The round contractile membrane of the eyeminimum and less storage capacity are favorable.
suspended between cornea and lens is termed &ssthe Authentication by hand geometry has gained widespre
and it is darkened in the shape of circle by thpilpu interest. The feature vector incorporates inforomati
Iris begins to form during gestation and by theh#ig concerning the length of the fingers and hand shape
month of the pregnancy it gets completely formelde T Their drawbacks concern their relatively high False
very special nature of the iris pattern gains frdma  Accept Rates (FAR) and False Reject Rates (FRR).
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decades before, (Daughman, 2004; Hastie and
Tibshirani, 1996), still it remains valuable sinde
provides solutions for beginners those who areliragh

/ Pupillary frill

in research.
In (Wang and Mei, 2006), for contrast
. Frecliles enhancement, the iris image is preprocessed. Ttadgla
\ \ Contractile obtained from the iris image by moving a ring mask

Ciliary zone Fumrow

through the entire image. By using this data tleand
pupil are reconstructed from the original imagenttiee
iris was cropped out from the reconstructed imagiegu
the centre and the radius of iris. The iris dafec(tar
— Coypt shape) is stretched into a rectangular shape wilich
known as normalization.

The method followed in (Lim, 1990) Wavelet
Packet Transform (WPT) is used for texture extoarcti
Wavelet transform decompose the image into four sub

Face is one of the most common methods oPa@nds of detail coefficients, namely approximation,
identification and also acquiring face images isi-no horizontal, vertical and diagonal. Haar wavetetsed
intrusive. Two primary approaches used in facefor our work, after the transformation the sub iemg
recognition are: (i) Transform approach ii) Attribu  are selected for encoding.
based approach. It is the most challenging job to  Principal Component Analysis (PCA) (Rafael and
improve face recognition techniques which can &iler Woods, 2002) is a well-known and one of the most
the effects of aging, facial expressions, slightateons  successful techniques used in image recognition and
in the imaging environment and variations in the&@o compression for extracting feature and representing
of face with respect to camera. A genesalution 0 yaiq |t is technique widely used in the area dfepa

these prc_>b|lems ha_s yet to be pres&_—:‘nyed. Voice is t%cognition, computer vision and signal processirge
characteristic of an individual. It lacks imiquenes$0 : . i
e burpose of PCA is to reduce the large dimensignalfit

permit identification of an individual from a larg q b q bl h "
database Furthermore a voice signal is degraded e data space (observed variables) to the smaller

quality by the microphone, communication channel an intrinsic dimensionality of feature space (indepsmtd
digitizer characteristics. This system is also epible ~ variables), which are needed to describe the data
to a number of problems such as imposters, noide areconomically. This is the case when there is angtro
physiological changes of the person correlation between observed variables. By disocardi

It has low FRRs and FARs and the digital minor components, the PCA effectively reduces the
signature established is highly unique. Replicattdn number of features and displays the data set owa |

the iris and fraudulent efforts are highly unlikeWe  gimensional subspace. In this study the feature
focused our attention on feature extraction methOdﬁxtraction algorithm based on PCA is chosen. The

which are explained in Fhe succeeding sectibis .coefficients of these methods are used as featot®ns
Pattern has low genotypic error rate and phenotyp|§:NhiCh efficiently represent ifis sianals
error rate and the digital signature establisheuighly | yrep due 1t t% .ﬂ tion f th
unique. Duplication of the iris and deceitful efoare n an eye image due 1o the retiection from the

highly restricted. We focused our attention on deat illumination source, bright spot is f_ormed in th?pﬂ-.
extraction methods which are explained in theGlobal threshold cannot be applied for pupil circle

; ; detection by replacing the pixel by the value oé th

succeeding section. neighborhood pixel inside the pupil because it &imo
) ] ] fills the circle. In order to overcome this problethe
Iris feature extraction methods overview: Feature captured image is passed through the median filter.
extraction is a special form of dimensionality retion Figure 2 shows the steps involved in the proposed
and contains more information about the original athod.
image. The input data which is to be processed is |, the operation of median filter, a 2-D mask is
transformed into a reduced representation set Ofpplied to each pixel in the input image. To apiplg
features. This is referred as feature extraction. mask means to centre it in a pixel, evaluating the

Daughman, 2004; Hastie and Tibshirani, 1996,covered pixel brightness and determining which
developed an algorithm for iris recogntion one &atf  brightness value is the median value.
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Fig. 1: Structure of an iris
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Fig. 3: Image before and after a median Filter

The median value is determined by placing the
brightness values in ascending order and selettiag
centre value. The obtained median value will be the
value for that pixel in the output image.

For example, the pixel values within a slide or
mask are 5, 6, 7 50, 9, 10 and 15 and the pixe&igoei
processed has a value of 55. The output of theamedi
filter the current pixel location is 9, which isetimedian
of the five values. Like low pass filtering, median
filtering smoothens the image and is thus useful in
reducing noise. In our work detected edge is endnc
using median filer.

Median filter can preserve discontinuities in epst
function and perform smoothening of pixels without
affecting the other pixels. (Lianet al., 2002). The
output of median filter is given in Fig. 3.

Thresholding: Image thresholding is used for
extracting the significant or desired part of arag®a
and removing the unwanted part or noise. The point
operator of major interest is called thresholdingiokh
selects pixels that have a particular value, ot tra
within a specified range. With thresholding, theaga
can be segmented based on the colour. This halds tr
under the assumption that a reasonable threshale va
is chosen. A reasonable threshold value is thentake
from the histogram of the original image. The point
operator helps us to find objects in a picturehié t
brightness level or range is known. Hence the dlsjec
brightness must be known.

There are two main forms: (1) Uniform and (2)
Adaptive thresholding. In uniform thresholding, gl
above a specified level are set to white; thosevb¢he
specified level are set to black. Adaptive thredim is
when a different threshold is used for differergioas
in the image. This may also be known as local or
dynamic thresholdinghe thresholded image is shown
in Fig. 4.

Morphology based iris localization: The intensity of
iris is close to sclera and is obscured by eyemsima
eyelids which make it easy to locate. Similarlye #ize
and uniform dark shade make the pupil to be idedtif
easily. Hence, the pupil and iris are approximatede
concentric which enhances a reliable entry pointafdo
detection, an iris region between the pupil andsttlera
from an eye i®btained by iris localization. The iris region
approximation includes two circles: one for the/stlera
boundary and the other for the iris/pupil boundary.
The estimation efficiency of the pupil depends on
Computational speed rather than accuracy since it i
simple in shape and is the darkest region in an eye
image and can be extracted using a suitable thicksho
The centre and radius of the pupil after remo¥al o
eyelashes and eyelids can be exactly obtained using
Morphological process.
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Fig. 4: Image after thresholding

Hence this concept is found to be very useful foage

in its neighborhood is assigned to the correspandin
pixel in the output image. The result of Erosion is
subtracted from the result of dilation will providiee
edge. The following Eq. 3 and 4 are used for dilati
and erosion. The result of erosion and dilatiogiien

in Fig. 5a and b:

FOB =y, [ F(x+i,y+])-B(i,j)+1] ®
FOB=B,, [ F(x-i,y-i)+B(i,i)-1] @)

Principal Components Analysis PCA: Linear
Discriminant Analysis (LDA), Independent Component

processing applications which include segmentationAnalysis and PCA are some of the techniques used fo

denoising, shape detection and description of thjec

eature extraction, among them PCA is powerful
method in image formation, Data patterns, simikesit

Dilation and erosion: Dilation and erosion are basic and differences between them are identified effiitye

morphological operations. They are defined in teofs

The other main advantage of PCA is dimension véll b

more elementary set operations, but are employed dgduced by avoiding redundant information, (Daugman

the basic elements of many algorithms. Dilationsed
to increase the object size where as erosion ig tse

1993) without much loss. Better understanding of
principal component analysis is through statistcsl

diminish the size of the object. Both dilation andsome of the mathematical techniques which are Eigen
erosion are produced by the moving the mask around@lues, Eigen vectors. PCA is a useful statistarzd

the image. The mask which is also called as stringfu
element or subimage or kernel (Lim, 1990) and (&oil

common technique that has found application irdfiel
such as image recognition and compression.

2004) and it has both a shape and an origin. The Principal Component Analysis (PCA) is a

following Eq. 1 and 2 are generally used for diati
and erosion:

Dilation = XOS (1)
Erosion = XdS (2)

where, X is a orinal image and S is a srructurlagnent.

Based on the image which is to be dilated or atdbe
size of the structuring element is choosed.it isdd
square matrix which containts binary elements that

0's and 1's and also the dimension should not ekcee

mathematical procedure that uses linear
Transformations to map data from high dimensional
space to low dimensional space. The low dimensional
space can be determined by Eigen vectors of the
covariance matrix.

The stepsinvolved in PCA include:

« The mean valveS of the given data set” S” is
found
Subtract the mean value say from S. from these
valves a new matrix is obtained. Let say “A”

the size of the image which is to be processed. The Covariance is obtained from the matrix i.e., C =

structuring element is a set of coordinates. Tlgroof
the structuring element is the centre element fostm
cases but it may not be centre point for less cades
structuring element (Lim, 1990; Soille, 2004) idgo

AAT Eigen values are obtained from the covariance
matrixes that are W,V3V,...Vy,

« Finaly Eigen vectors are calculated for covariance
matrix C

remove the eyelashes and eyelids whose dimension Any vector S or S-Scan be written as linear
basedon region of interest. Following are the examples combination of eigen vectors shown in Eq. 5

of structuring elements. In our work we choosed the,

3x3 structuring element having its all element as 1:

e
N
B R
o r O
[
o r O
N
o O K

0
1
1

The origin of the structuring element identifiée t
pixel of interest in the input eye image and ad ffixels

Because covariance matrix is symmetric it form
basis (V,V3V,...

Vy S-S = biy+bous+bgus+. .. +byuy 5)

* Only Largest eigen values are kept to form lower
dimension data set (Eq. 6):

s—%:z::op y ;N (6)
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independent (Daugman, 1993) only if the data set is

jointly normally distributed. PCA is sensitive thet
relative scaling of the original variables. Depemgon

the field of application, it is also named as diser
Karhunen-Loéve Transform (KLT), or the Hotelling
transform. The principal components obtained are
shown in the following Fig. 6.

The signature of each image is found by

multiplying the transpose of zero mean vectors with

(@) feature vectors.

The comparison of different parameters for

different methods is shown in Fig. 7.

e Matching: The features of the test image are compared
\j with the features of images in the database. K-&&tar
Neighbors (KNN): It is used for classifying the ebis
in feature face based on the training sample chdsen

simplest learning algorithm among the all, the kga
(b) depends upon the data, if it is large noise effediishe

Fig. 5: Comparison of different method (&roded
Image (b) Dilated image

lessen but boundaries exist between classes wiich a
less distinct. If K = 1 it is known as KNN algonith

Computation of K involves the following steps:

_.__4'*?!('?';:& -
. T

m.h. _-.ﬂ_l'

Fig. 6: Obtained principal components
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Fig. 7: Performance of different methods

The components in lower dimension space are
called principal components which are guaranteduktto
1432

The parameter K = number of nearest neighbors on
hand the value is determined by us.

The distance between the query-instance and all the
training samples is found using any distant
algorithm. City block (Domeniconét al., 2002)
distance arameter in KNN is used for matching and
is given in Eq. 7:

d(ah=3 |b-a @)

Distances for all the training samples will be edrt
out and the nearest neighbour based on the K-th
minimum distance is taken.

The majority of nearest neighbours is taken as the
prediction value.

It involves:

Training phase in which the feature vectors are
stored and the class labels are assigned to the
training samples

Classification phase in which the test sample is
classified by assigning (Hastie and Tibshirani,
1996) the label which is most frequently occurring
among the k training samples closest to the test
sample. City block (Domeniconét al., 2002)
distance parameter in KNN is used for matching
and is given in Eq. 8:
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Experimental result: The general performance metrics

. 1428-1433, 2012

locating algorithm in the aspect of time consumad a

localization accuracy. Future work includes diffare

matching algorithm and feature extraction method fo
novel iris recognition which will give better resul

such as False Accept Rate (FAR), False Reject Rate

(FRR) are choose for performance analysis of preghos
systems. We compared thecognition rate in Table 1

Wavelet Packet Transform (WPT) feature extraction

method with proposed method which involved PCA.
The experiment result indicates that recognitiote ra

achieves 98% while 5 images among 10 images in eadhaugman,

class are used as the training sample which is stiow
table. If the testing samples are increased,
recognition rate will improve, but the training tmuvill

be also greatly prolongedhe performance evaluation
of different methods for PCA components is done, th
Fig. 8 depicted this.
20 |
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Fig. 8: PCA Performance Evaluation

Table 1: Recognition rate of two methods in différeesting samples

Recognition rate

Number of testing samples  PCA WPT with WPT

5 0.9143 0.9446

7 0.9388 0.9530

8 0.9400 0.9757

10 0.9486 0.9772

15 0.9500 0.9800
CONCLUSION

This algorithm adopted morphological operation
for the inner and outer iris edge detecting andtiog
and has the merits of short localization time aigh
localization precision. The experimental resultdicate
that the proposed algorithm is a kind of effectixie

the
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