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Abstract: Problem statement: The first component in classification-and-rankiaghitecture is a
Bayesian classifier that classifies user utteranits response classes based on their semantic and
pragmatic interpretations. Bayesian networks aricgnt if data is limited to single user input
utterance. However, if the classifier is able tdlate features from a sequence of previous n-1 user
utterances, the additional information may or mapgt improve the accuracy rate in response
classification.Approach: This article investigates the use of dynamic Bayesetworks to include
time-series information in the form of extendedtdeas from preceding utterances. The experiment
was conducted on SCHISMA corpus, which is a mixgtative, transaction dialogue in theater
reservation. Results: The results show that classification accuracy nsproved, but rather
insignificantly. The accuracy rate tends to detati® as time-span of dialogue is increased.
Conclusion: Although every response utterance reflects foruh laehavior that are expected by the
preceding utterance, influence of meaning and tmas diminishes throughout time as the
conversation stretches to longer duration.
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INTRODUCTION user utterance represented in some context has its
counterpart response in the dialogue corpus, hence
Response generation is a process of naturgromoting open-domain quality (Mustaphet al.,
language generation in dialogue systems, which i9010). Classification-and-ranking architecture dstss
responsible for providing dialogue responses asqfar of two components: a Bayesian classifier to clgssif
an interactive human-machine conversation. In human,ser utterances into response classes based on
human conversation, dialogue is mutually structurequientions of user input utterance and an Entropic
and timely negotiated between dialogue participantsgnier that scores the candidate response utterance
Speakers take turns when they interact, they ugerr ccording to semantics relevant to the user utteran

each other but their speeches seldom overlap. Ea : - :
speaker is affected by what the other speaker &ids s shg\/s\}r??:?:ei; ak, 2008). The generation architecture is

and what each speaker says; affect what the next Nonetheless, processing and generating natural
speaker will say. Similarly, human-machine P 9 9 9

conversation through dialogue systems must exhibif2n9uages requires understanding the interaction of
comparable qualities. But for dialogue systems tgcomplex knowledge sources, disguised in many forms.

recognize turns, consider interrupts and maintaifMuch of what we understand about language is known
coherence, response generation must rely on pragmatvith various degrees of certainty due to oversifgplg
interpretation, apart from semantic understandifig oassumptions on many independencies and dependencies
user input utterances. between context and meaning of language. Bayesian
Classification-and-ranking  generation is anNetworks (BN) is a natural choice of approach in
alternative to grammar-based or statistical-basedNatural Language Processing (NLP) because it offers
generation. This type of generation assumes thelt eaformal treatment to uncertainties and independesncie
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Tnput Bayesion |, Response __[ Emropic |, Outpur BN, du_plicated along the sequence positions. The
utterance classifier Class sanker utterance sequential dependencies are represented by a astoof
that connect the nodes across the consecutive megue
Fig. 1: Classification-and-ranking generation in the network. The topology of a DBN is a repegtin

structure and the Conditional Probability Distribats

By using BNs, we are able to introduce the relatiom ~ (CPDs) within each structure also do not changeairh
of knowledge in two ways; within the structure bet sequence-slice.

network as well as the probability distributions thé A DBN is defined as the pair (BB_.) where Bis
network parameters. We can then reason under th@ BN that represent the prior state or initial estat
uncertainty via the joint distributions. distribution of the state variables,;{4Ribeiro-Neto

In Natural Language Processing (NLP), Bayesiarft a., 2000). Z= (U, X Yy, where U X and ¥
networks and dynamic Bayesian networks have longepresents the input, hidden and output variables o
history of success in various tasks such as irogia BN. In the simplest problem where there are owlg t
act recognition (Keizer, 2003; Keizer and Akkerp2p consecutive BNs, B is a two-slice temporal BN
Ali et al., 2007), word sense disambiguation (Chao and2TBN) with transition as shown in Eqg. 1:

Dyer, 2000), speech recognition (Zweig and Russell, |

1999), dialogue modeling (Pulman, 1996; Lenabal., p(Zt‘Z‘_l)I_ll p(Z | parents(Z ) 1)
2002), human sentence processing (Narayanan and i=

Jurafsky, 2002), question answering (Ramakrishna _

et al., 2003) and information retrieval (Ribeiro-Neto where % is thei-th node at time t. Again, Z may
et al., 2000), Representation, Inference and Learningepresent either {X; or Y. In turn, Parents (J are the
(Murphy, 2002). parents of Z whether in the same or previous slice.

Bayesian networks have also gained significant Since the structure repeats across the sequence of
attention in other domain such as in medical (Eigay Process, the parameters for slices t = 2, 3 anfbrso
2010; Saatet al., 2010) or intrusion detection (Khor '€Main the same. Note that nodes in the first slica
et al., 2009: Mehdiet al., 2007). Nonetheless, a BN is DBN do not have parameters associated with them.
useful when the parameters in the domain are sfatic There_fore, the parameters qf the quel can be fully
example when each feature has a single and fiXee.va described b% (I)nly tuhs?g thbe; f!rStolth) s‘I‘|ces.”‘_] B?tftﬁ
However, in dialogue systems, utterances are pestiuc SDeBcwznsCshgwneingq 25 ohlained By “unrofiing: the
in turns by two speakers, therefore data arrives T
sequentially turn after turn. Instead of analyzioge NN
utterance at every turn, we can apply BN theoryhen  p(Z.,)= n |_J p(Z| parents(Z ) (2)
present and previous utterances from a sequenoenst ="

This leads to the proposed Dynamic Bayesian Netsvork ] ]
(DBN) in response classification. In modeling a dialogue corpus, a sequence of user

utterance is termed as sequence-slice in DBN, where

Dynamic Bayesian networks: Dynamic Bayesian represents an utterance at time t. Hencd) Wepresents
Networks (DBNs) are directed graphical models ofthe current utterance, t = 1 represents the prevoe
stochastic processes. A DBN is a specific type NEB utterance, t = 2 represents the previous two utters
and consists of time-slices, whereby each timeeslic  and t = 3 represents the previous three utterances.
time-step contains its own network and variabldse(
the time-variant property, however, a DBN must MATERIALSAND METHODS
maintain the same network structure at each tinee-sl
and the cross arcs are extended only between two . e
consecutive time slices. Albeit the name of DBN& t quan being pgrforms the task of cIassnjgatmn n
network structure really does not change. The ternf Variety of activity ranging from cognitive to
“dynamic” is to refer to time-dependent or sequencePehavioral tasks. We make decisions based on
dependent modeling and has nothing to do with théhformation available on hand and faithfully relg t
structure. such decisions yet in new but analogous situatimce

In a DBN, each position in the Sequence-s”ce e settle with a particular Situation, we will Whlgnd
characterized by n random variables. Within eaifesl rank the options to make the best decision given th
the random variables are represented by an ordinaigpportunities and constraints in that situation. an
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classification experiment, as in any classificatiask, U: What will be on in the theatre next week (19 March): [1]
the main task is to determine which of a set ofsds S:  There s no show on that date (21
. L U And on 18 March? [3]
some observation belongs to. In response ClasBifita 5. 1y the period 18 March 1994 until 20 March 1994 you 4]
the objective is to identify a response class fache can go to deelder denkit and indonseian tales
response utterances, maximizify (response class | U: At what time does deelder start? 5]
. . . S:  The show starts at 20:00 [6]
user utterance). The list of response classesisrsin U How much dose it cost 7]
Table 1. U:  and are there still places? (8]
The experiment is to assess the classification fj gﬂyﬂﬂ have a reduction card? FI?J]
. . B o
a.ccuracy of correct predlctlons of r_e_sponse CIEISS S:  The price for the show deelder denkt is 26,00 [11]
given the user utterande. Th_e pr_obablllty equation to S:  And there are still 82 places free [12]
find the best response class is given by Eq. 3:
Fig. 2: Excerpt of SCHIMA corpus
fc=argmaxP({ rc)P(rc
re0R (3) Table 1: Statistics of response classes
Response Class Frequency (%)
i ) Title 104 11.3
Dynamic Bayesian Networks (DBN) model the cenre 28 3.0
sequence of user utterances in time-slices t{-2land  Artist 42 4.6
so forth. This is possible through an extendedaget Time 32 3.5
semantic and pragmatic features that are extrdaied g:f/?ew gg 2'513
a sequence of previous-1 user utterances. In this person 30 33
experiment, we limit t to three previous utterances Reserve 150 16.3
Ticket 81 8.8
Dialogue corpus: The dialogue utterances under studyi";t| 1543 15-58
are sourced from SCHISMA corpus. SCHISMA g% T s
(SCHouwburg Informatie Systeem) is a Theatergey 94 10.2
Information and Ticket Reservation system (Hoeve Theater 12 1.3
et al., 1996). The dialogue corpus is a collection of 64Other 61 6.6

text-based, human-machine dialogues obtained thraug

series of Wizard of Oz experiments. It contains @26r  Table 2: Semantic features used as nodes in DBN

utterances and 1,127 server utterances in totdbthhl, ~ Node Name  Values Descriptions
there are 2,047 individual utterances in 1,723sturn Context {performance, reservation} Global topic of
SCHISMA is a mixed-initiative, transaction _ _ o user utterance
Topic {title, genre, artist, time, date, Topicueer

dialogue, in which there are two types of intematti
inquiry and transaction (Hulstijn, 2000). In tracisan
dialogue, both user and system must collaborate to

achieve agreement on several issues like tickee@t  characterized by its (1) intentions and (2) sencanti
discount availability before reaching the point of content in the form of input frame. These observed
reservation. This model is more complex than questi features are of utterance properties that uniquely
answering systems because at any point, both partieonstitute the user utterance, during a particular of
may request information from each other and the uses conversation. The SCHISMA corpus is readily tagge
in particular, may retract any previous decisiomsl a with DAMSL annotation scheme by Keizer and Akker
take the conversation in a totally different difest  (2007). In addition, there are two types of feasure
The dialogue excerpts in Fig. 2 illustrate theextracted out from the user input utterances, whieh
complex_ltles in the structure of mixed-initiative, semantic features and pragmatic features (Mhatap
transaction dialogues. et al., 2009) as shown in Table 2 and 3, respectively.
The dialogue commences with user browsing for

information on theater performances. However, UPOIDBN classification: Training the SCHISMA corpus

review, person, reserve, ticket, utterance

cost, avail, reduc, seat, theater, other}

asking the ticket price as shown in Line 7, thetesys
replies with a question to clarify on the presemnde
reduction card, which will give different tiek
price altogether.

under Bayesian Networks (BN) and Dynamic Bayesian
Networks (DBN) is carried out by using Probabitisti
Network Libraries (PNL) (Intel, 2004). PNL suppdot
dynamic Bayesian networks is the main reason tos#o
PNL over other statistical toolkit like WEKA (lamd

Features. Each utterance is analyzed from the Frank, 2005). Structural learning in PNL is carrimat

perspective of speech actions, whish fully
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Fig. 3: An “unrolled” DBN

Table 3: Pragmatic features used as nodes in DBN

Node Name Values Descriptions
Action {assert, question, command, other} Types of user utterance
Control {client, system} Control holder at user utterance
Role {initiator, responder} Role of the user
Turn {release, take, keep} Turn-taking act for user utterance
Negotiation {open, inform, propose, confirm, close} Negotiation act for user utterance
FLF {conventional, commit, offer, action_directiv@en_ option, query_if, query Speech act for usterance

_ref, assert, exclamation, explicit_performandken ff}
BLF {signal_understanding, signal_non_understandiogitive_answer, negative_answer, Groundingaatser utterance

no_answer_feedback, accept, accept_part, re@gettrpart, hold, maybe, no_blf}

searches the space of Directed-Acyclic Graph (DAGXlassification task using both semantic featured an
and builds the best arch to match training setcbase pragmatic features from previous user utterances.

the scoring function. Figure 3 illustrates one paes

structure for an *“unrolled” DBN producey PNL. DISCUSSION

Figure 3 illustrates how the DBN is “unrolled” asso e .
From Table 4, BN classification yields 73.9%

the sequence of utterances, from t = 0 until t i3 P .
dotted lines are tracking each particular features coLracy percentage. 'As  DBN classlﬁcauon IS

) ) performed, results show that accuracy is improbed,
variable. In testing accuracy of the DBN, a 10-fold

o X ) rather insignificantly, either through time-series
cross validation was applied to split the SCHISMAfeatyres in semantic content (semarmjcer pragmatic
corpus into ten approximately equal partitionsnire  (pragmaticn). Even though previous topics contributed
and testing set, each being used in turn for @stinile  to increase in accuracy rate immediately with t antl

the remainder combined for training. previous intentions only contributed to the inceas
accuracy rate when t = 2, at the end the accuraigy r
RESULTS deteriorated as the time-span of dialogue increased

This observation shows that intentions and
semantic content in previous utterances do notsgive

The goal of the experiment is to investigate theenough impact to uniquely characterize input

impact of features extracted from previous n uspui | erances. Figure 4 illustrates the changes in
utterances, if the semantic or pragmatic repreenta  cjassification accuracy rates for the experimeiie
from the preceding utterances has any influemm&@r  axis shows time-series factor, where t = 0 reprissize

the accuracy rate in classification of responseraice. current utterance, t = 1 represents the previous on
The results are compared with Bayesian networksgiterance, t = 2 represents the previous two uttera
classification by (Mustaphet al., 2009). Table 4 shows and t = 3 represents the previous three utteraftuey-
comparison of accuracy percentages for responsaxis shows classification accuracy in percentages.
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Table 4: Comparison of response classification ieayu Chao, G. and M. Dyer, 2000. Word sense
Accuracy (%) disambiguation of adjectives using probabilistic
Semantic features Pragmatic features BN DBN networks. Proceeding of the of the 18th Conference
Table 1 . Table 2 73.9 : on Computational Linguistics, July 31-August 4,
EN gﬂg §§$ZRRE% - ) ?‘3‘% Saarbrucken, Germany, pp: 152-158. DOI:
BNandsemantic-3 —* pragmaticl - J28 10.3115/990820.990843.
- BN and pragmatic-2 - 748 Elsayad, A.M. 2010. Predicting the severity of lstea
- BN and pragmatic-3 - 73.4 masses with ensemble of Bayesian classifiers. J.
i Comput. Sci., 6: 576-584. ISSN: 1549-3636
e Hoeven, V.D.G., A. Andernach, V.D.S. Burgt,
74.0 G.J. Kruijff and A. Nijholtet al., 1996. SCHISMA:
A natural language accessible theatre information
e T BN and booking system. Proceeding of the of the 1st
73.0 BN International Workshop on Applications of Natural
3o Language to Data Bases, June 28-29, Versailles,
’ France, pp: 271-285.
72.0 Hulstijn, J., 2000. Dialogue Models for Inquiry and
0 ! ? : Transaction. Ph.D. thesis, University of Twente,
. Netherlands.
Fig. 4: Change of accuracy rates lan, W. and E. Frank, 2005. Data Mining: Practical
CONCLUSION Machine Learning Tools and Techniques. 2nd

Edn., Morgan Kaufmann, San Francisco, ISBN:
The underlying philosophy of classification-and- 10: 0-12-088407-0, pp: 560.
ranking architecture in natural language generaison Intel, 2004. Probabilistic network library: Userigg

for the response generator to directly learn respon and reference manual. Intel Corporation.
utterances from the domain corpus. The classifoati Implementation.  https://sourceforge.net/projects/
experiment was designed to classify response uottesa openpnl

into response plasses in order to delimit the $eagc Keizer, S. and O.P.R. Akker, 2007. Dialogue act
fgsggnfsoerv(/?tukmghteh; g:gg:giﬁ?;Wﬁlhé(;u%rt]urranm@m ' recognition under uncertainty using Bayesian
networks. Natural Language Eng., 13: 287-316.

final response to user input utterance. _
The results for time-series experiments using DOI: 10.1017/51351324905004067

dynamic Bayesian techniques are consistent withceizer, S., 2003. Reasoning under uncertainty in

findings of dialogue act recognition in utteran¢as natural language dialogue using Bayesian
et al., 2006), whereby consideration of previous n networks. Ph.D. thesis, University of Twente,
utterances in a dialogue does not necessarilytatfiec Netherlands.

classification accuracy. While the first two prewso Khor, K.C., C.Y. Ting and S.P. Amnuaisuk, 2009.
utterances may increase the accuracy rate, theamgcu From feature selection to building of Bayesian
will deteriorate as the time-span of dialogue inse. classifiers: A network intrusion detection

Although every response utterance reflects form ; : LA _
and behavior that are expected by the preceding Fseéﬂoefgzggg\g; J. Applied Sci., 6: 1949-1960.

utterance, influence of meaning and intentions

diminishes throughout time as the conversation"emo_n’ 0. P. Parik_h and S. Pet_ers, 2002. Prokabili
stretches to longer duration. dialogue modeling. Proceeding of the of the 3rd
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