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Abstract: Problem statement: Network wide broadcasting is a fundamental openaih ad hoc
networks. In broadcasting, a source node sendssaage to all the other nodes in the network. Unlike
in a wired network, a packet transmitted by a noded hoc wireless network can reach all neighbors.
Therefore, the total number of transmissions (Fodwg nodes) used as the cost criterion for
broadcastingApproach: This study proposes a reliable and efficient braating algorithm using
minimized forward node list algorithm which useb@3 neighborhood information more effectively to
reduce redundant transmissions in asymmetric Mokilehoc networks that guarantees full delivery.
Among the 1-hop neighbors of the sender, only seteforwarding nodes retransmit the broadcast
message. Forwarding nodes are selected such ahaayot cover the uncovered 2-hop neighbors.
Results: Simulation results show that the proposed brodihgaslgorithm provides high delivery
ratio, low broadcast forward ratio, low overheadl aninimized delayConclusion: In this study,
reliable and efficient broadcasting algorithm igrmasetric Mobile Ad Hoc Networks using minimized
forward node list algorithm has been proposed wipicvides low forward ratio, high delivery ratio
while suppressing broadcast redundancy.

Key words: Mobile Ad Hoc Networks (MANETS), forward node, asyetric, broadcasting, Reliable
Broadcast (RB), Reliable Broadcast Protocol (RB&#jnamic network, autonomous
mobile, symmetric links, Partial Dominant Pruningaithm (PDP)

INTRODUCTION of this packet. A straightforward approach for
broadcasting is blind Flooding where every nodéha
Wireless ad hoc networks, also called Mobile Adnetwork forwards the packet exactly once. Flooding
Hoc Networks (MANETs) are collections of ensures the full coverage of the entire networdt i,
autonomous mobile nodes or terminals thatthe Broadcast packet is guaranteed to be sentey ev
communicate with each other by forming a multi-hopnode in the network, providing the network is statind
wireless radio network. Each node in a MANET can acconnected and the MAC layer of the communication
as both a host and a router to receive and forpacllets channel is error-free during the broadcast process.
and it can randomly move around, leave the network However, flooding generates many redundant
switch off. Network wide broadcasting is a fundataén transmissions. Figure 1 shows a sample network with
operation in ad hoc networks. In broadcasting,la@® three nodes.
node sends a message to all the other nodes in the When node u broadcasts a packet, both nodes u
network. The advantage is that one packet can band w will receive the packet. Then, v and w will
received by all neighbors; the disadvantage is that rebroadcast the packet to each other. Apparethyget
interferes with the sending and receiving of otheris much broadcast redundancy for blind flooding in
transmissions, creating exposed terminal probléiat t this case. Transmitting the broadcast packet bgly
is, an outgoing transmission collides with an ingegn node u is enough for a broadcast operation. When th
transmission and hidden terminal problem thatvi® t size of the network increases and the network besom
incoming transmissions collide with each other. Indense, more transmission redundancy will be
general, broadcasting refers to a process of trdirsgn ~ introduced and these transmissions are likelyiggar
a packet so that each node in a network receivepya considerable transmission collision and teotion.
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U (2010a) studied and characterized the effect of
spare/dense  topologies on MANET routing
performance and proposes an extension for an mgyisti
routing protocol to work in such topologies.

Qayyumet al. (2002) proposed multipoint relays in
which each forward node determine the status of it
neighbors based on its partial 2-hop information

v D E—— W through node coverage. MPR is source depend, shat i
> the forward node set it dependent on the sourdbeof
broadcast .The resultant forward node set depends o
Fig 1: Redundant transmissions by blind flooding many factors, such as the location of neighborsleno

priority, message propagation delay and back-ofiyde
This is a serious broadcast storm problem thatljina (Wu and Dai, 2004). Proposed a generic framewark f
falls down the whole network. Since MANETSs suffer distributed broadcasting in ad hoc wireless netaork
from transmission contention and congestion that arThe approach is based on selecting a small sulfset o
results of the broadcasting nature of radio trassion, nodes to form a forward node set to carry aut
it is a major challenge to provide a reliable broadcast process. The status of each node, fibrovar
broadcasting under such dynamic MANETSs. This studyno forward is determined either by the node itselby
aims to reduce broadcast redundancy by decreasing tother nodes. Node status can be determined atetiffe
number of the forward nodes yet still provide highsnapshots of network state along time without caysi
delivery ratio for each broadcast packet in a dyinam problems in broadcast coverage.

environment. A subset of nodes is used to forwhed t Natsheh and Buragga (2010b) improved the
broadcast message and the remaining nodes are sfi¢rformance of existing MANETS routing protocols by
covered (i.e., they are adjacent to forward nodes). reducing the communication overhead incurred during

the route discovery process. This reduction in

Related works: Ni et al. (1999) discussed the communication overhead is achieved by implementing
broadcast storm problem. They also analyzed br@adcaa new broadcast protocol. The proposed broadcast
redundancy, contention and collision in blind flomyd  protocol is based on the density and connectivitthe
(Siddique et al., 2007). Utilize the neighbor cache nodes and not just the number of nodes. Alaga.
information for the AODV protocol that periodically (1995) proposed a Reliable Broadcast (RB) protocol
updates it “active” neighbors for its node. Theesoe  based on flooding. The protocol works as followbeT
introduced in the study utilizes a dynamic prokiatid  source broadcasts the message to its 1-hop neghbor
broadcast coupled with the neighbor informationu§h When a node receives the message; it sends an ACK
the broadcast probability is based on the number dpack to the sender. If the message is a new oee, th
nodes that is kept in the neighbor cache. The sehennode retransmits the message; otherwise, it drbes t
however does not determine whether if the neighlvors message. If the sender does not receive an ACK from
the network is proportion to the size of the netwand  any of its neighbors for a predefined period, &emeds
it is does not tell of the algorithms performangaiast the message. Garcia-Luna-Aceves and Zhang (1996).
an inconsistent topology in terms of neighbor sined  Proposed a protocol for reliable broadcasting in
mobility. Peng and Lu (2000) Proposed Scalabledynamic networks, which they called Reliable
broadcast algorithm in which a node does notBroadcast Protocol (RBP), disseminates the same
rebroadcast the broadcast packet if all of itsmigigs message at least once to all those network nodgs th
have received the packet from previous transmission have a path to the source of the message while the

Ishak and Salim (2009) studied and addressed th@essage is being distributed. Khabbazian and
need for efficient flood-based searching in unstrred ~ Bhargava (2009). Proposed a sender-based flooding
peer-to- peer network by considering the content ofilgorithm that can achieve local optimality by
guery and only selecting peers that were mostaelas  selecting the minimum number of forwarding nodes in
the query given. They have used minimum informatiornthe lowest computational time complexity O (n lgg n
to perform efficient peer selection by utilizingetipast  where n is the number of neighbors. They showet tha
gueries data and the query message. They explbiéed this optimality only holds for a subclass of sender
nearest-neighbor concept on our query similaritd an based algorithms. Gandfet al. (2008) proposed a
guery hits space metrics for selecting the mostveeit simple and distributed collision-free broadcasting
peers for efficient searching. Natsheh and Buraggalgorithm for broadcasting a message and their
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algorithm and analysis extends to the case wheN(S) represents the 1-hop neighbor list of S (iditlg
multiple messages are broadcast from multipleS). NS) represents the 2-hop neighbor list of S (i. e,

sources.

Lou and Wu (2002) Proposed a Partial Dominant
Pruning algorithm (PDP) to extend the DP by further
reducing the number of 2-hop neighbors to be calere
by 1-hop neighbors.
Khabbazian and Bhargava (2009).
based broadcast algorithm (CDSB). When a node
receives a broadcast packet and determines it's
forwarding nodes with lower node IDs to determitse i
own forwarding node set. Lou and Wu (2007). Have*
proposed a simple broadcast algorithm, called Dsubl
Covered Broadcast which takes advantages of breadca
redundancy to improve the delivery ratio in an
environment that has rather high transmission eatar
(Khabbazian and Bhargava, 2008).

With the broadcasting methods described aboves,
they reduce the number of rebroadcasts at the sgpen
of reach ability, longer delay; require the exchrarmd
neighborhood information with hosts. In this study, -«
this study, an efficient and reliable broadcasting
algorithm in Asymmetric Mobile Ad hoc Networks has «
been proposed which provides high delivery ratidlevh
suppressing broadcast redundancy.

the set of nodes that are within two hops from S).

Clearly {S}EN(S) SN,(S)
If v€ N (S) then N (VIENX(S)
The node S of the broadcast operation uses the

Peng and Lu (2000) andollowing algorithm to determine its forwarding red
Proposed a CDEst:

Node S computes X = N(S)-S and UCL(S) =
N2(S))-N(S) and FNL(S) ®

First select those 1-hop neighbor nodes in X as
forward nodes which are the only neighbor of some
node in UCL(S). Add these 1-hop neighbor nodes
to the FNL(S) and remove from X. Also remove
the 2-hop neighbors which are covered by the
above 1-hop neighbors from UCL(S)

Find w (in X) with maximum effective neighbor
degree using deg (w) which consists of nodes that
is in both N (w) and UCL (S)

FNL(S) = FNL(S) p {w}, UCL(S) = UCL(S)-N
(w) and X = X-{w}\

Repeat step 3 and 4 until UCL(S) becomes empty

Figure 3 shows a sample network of 11 nodes with

source node 1. Neighborhood information of eachenod

MATERIALSAND METHODS

is shown in Table 1.

Table 1:Neighborhood information

Network model: An Ad hoc network can be modeled v
using a Directed Graph G = (V, E). The nodes inr® a 4
located in a Euclidean Plane and each ngéléwhas 2
transmission range&/ (y min, y max) where y min is 3
the minimum transmission range and y max is thet
maximum transmission range of a network. A directe%
edge (v vj) €£if d (v,v; ) <yi where d (v, v) denote 7
the Euclidean distance betweenbetween y Such a g
graphs are called Directed Graphs (DG). An edge (V1o

v)) is bidirectional if both (v vj) and (y, v) are in E.
i.e., d (v, vj) <min (¥, y;). Consider Fig. 2. Due to the
different transmission ranges of nodes u, v, whéfre

is an asymmetric link (u, v) from node u to v and
symmetric links between v and w and between w and u
v realizes the asymmetric link (u, v) if v receivile
HELLO message from u with u’ s 1-hop neighbor set
and finds itself not in 1-hop neighbor set , v tstaa
local broadcast REQ to find u. Intermediate node w
attaches ID and forwards the REQ. When u recehes t
REQ, it recognized the asymmetric link (u, v) and
builds the feedback path (v, wand u) and informsf v
the feedback path.

Minimized forward node list algorithm: Let S be the

N (v) Nz (v)-N (v)
1,2,3,4,5,6 7,8,9, 10
1,2,3,7,8,9 4,5,6,11
2,3,7,8 1,9
1,2,4,9 3,5,6,7,8
10 1,3,4
1,3,5,6 2,4,7,8,10
2,3,7,8 1,9
2,7,8,11 1,9
4,9 S1,2,3,7
4,10 1,2,9
Source: (Nodel) is covered

»
. e
Tenagtet

e

.
.....
nnnnn

node that determine its forwarding node list FNL(S) Fig. 2: Asymmetric mobile ad hoc network
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nodes. If the sender fails to detect all its fordviag
nodes retransmission and does not receive all non
forwarding nodes ACKs during this duration , it
assumes that a transmission failure has occurred
for this broadcast and the packet
e If the sender fails to receive ACKs from all itsmo
forwarding nodes and fails to detect all forwarding
nodes retransmission for a threshold number of
times, the sender assumes the nodes that do not
reply are out of its transmission range and stops
further attempts
e If the node that misses the packet is a non-fatwar
node, then the missed packet does not cause other
missing propagations in the network. On the other
hand, if it is a forward node that misses the
broadcast packet, this miss may propagate through
the network since the neighbors of this forward
node will also miss the packet. So when a sender
fails to detect retransmission of a forward node
after maximum number of retries, it reselects
alternative forward node to cover the set which is
supposed to be covered by it

Fig. 3: A sample asymmetric Manet

For the MFNL algorithm, nodes in N (1) will

directly receive the packet. The uncovered listade 1

is shown as UNCL(1) = Mv)-N(v) = {7,8,9,10}. The
node 1 selects its forwarding node with the maximum
degree, so the forwarding node list for node INCE

(1) = {2,4,5,}.The forwarding node v of node u st ; ;

s forwarding node by N(Y)-N(IN(FNL() i Alorennt The. praposed broadcasting. algorifim
the uncovered list of source(nodel) is covered. achieves 100% delivery ratio if and only if for bac

, . , node S the neighbor’s area of S is covered by FNL(S
Reliable and Efficient Broadcast Algorithm

(REBA): A reliable broadcast operation requires thep, ¢ o fficient condition: Suppose for each node

packet to be received by all the nodes in the n&wo o two-hop neighbor's of S is covered by FNL(%)).

But the interference of the transmission of neig_bbo is required to prove that the proposed broadcasting
and the movement of the nodes may cause the faifure algorithm attain  100% deliverability. For each

somde nodes to rec_eivt? the pscket. _Therefore,hﬂrgesl_e transmission node S, since all two-hop neighbor§ of
needs to retransmit the packet to increase theaigli ;e neighbors of S's one-hop neighbors, they ame tsu

ratio of the transmissiqn. _ be covered by nodes in FNL(S). Thus, all nodesdhat
The proposed reliable broadcast algorithm Workﬁwo-hop away from the source S are sure to be eover
as follows: by FNL(S). Notice that S's 3-hop neighbors are

neighbors of S’s 2-hop neighbors. There must exist
* When a source broadcast a packet, it selects sos@me transmission nodes in FNL(S), such that S’s 3-
neighbors from its 1-hop neighbor set that formhop neighbors are 2-hop neighbors of these
its forwarding node list to cover its 2-hop node se transmission nodes. Thus, S’s 3-hop neighbors e s
»  After the forward nodes receive the new broadcasto be covered by forwarding sets of these transamss
packet, each forward node records the packemnodes. Nodes that are 4-hop and more from the sourc
computes its forward nodes and rebroadcasts thean be proved in the similar way. Therefore, the
packet broadcasting message will be forwarded hop by hop
e The retransmissions of the forwarding nodes arghroughout the whole network.
overheard by the sender as the acknowledgement
of the reception of the packet. The non forwardingNecessary condition: Suppose the proposed algorithm
1-hop neighbors of the sender only explicitly achieves 100% delivery ratio. Let FNL(S) denote the
acknowledge the receipt of the packet set of forwarding nodes of S that is computed by th
+ The sender waits for a predefined duration toproposed forward node list algorithm MFNL. It is
overhear the rebroadcast from its forwarding nodesieeded to prove that for each node S the neiglidds
and to receive ACKs from its non forwarding are covered by MFNL(S). We prove it by contradiatio
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Let us consider a kind of networks where all nogles  Table 2:Simulation parameters

within the transmission range of a central nodeptted  Parameter Value
by S. That is, any network in this category cossidta  Simulator NS-2 (version 2.31)
central node and its neighbors, shown in Fig. 3#‘;?;“2‘?55‘52?;‘ e 935@822 %Om
Suppose the proposed algor|thn_1 does not _guardmee t vAC layer 9 IEEE 802 11
for each node S the two-hop neighbor’s S is covesed pata packet size 64 bytes
MFNL(S). There must exist such a network as shawn i Bandwidth 2 Mbps
Fig. 4 and the two-hop neighbor of S is not fully Simulation time 100's

Number of trials 10

covered by MFNL(S). Since .z(S) is the smallest

forwarding set that overs the two-hop neighborsSp
V_max=1m/s,CPR=10pkt's.P_er=1%.T hello=1sT wait=5

then R,in(S)O FNL(S). In other words, there exists node Oms

udFmin(S) and WMFNL(S)). Notice that all nodes in 100 -

Fnin(S) are sure to contribute to cover the two hop gg ]

neighbor’s of S (if not, it can be removed from£5)). 2 o7 | / —beB
On the other hand, since there is no other nodesideu E% / kB
coverage disk o6, nodev can neither be covered by Z o / BF
forwarding set of other nodes. That is, nodewill a gi ] — _REBA
eventually miss the flooding message. It contradice o1 |

assumption that flooding schem& achieves 100% 20

20 40 60 80 100

Number of nodes

deliverability. The above proof tells that the &iffnt
and necessary condition of 100% deliverability toe

proposed algorithm is that for each node S, thq:- 5: Deli Ratio-Sensitivity bility ofi d
neighbor’s area of S should be covered b y MFNL(S). 'g. 5: Dellvery Ratio-Sensiivity to mobility ohé node

OtherW|se_, some nodes in the network may miss the V. max—lm/s.CPR=10pktsP_em=1%T hello=1sT wa
broadcasting message. ) it=30ms
RESULTS H
124{ & -

—_
=1

Simulations were carried out using ns-2 simulator

which is a well known packet level simulator, E —<—REBA
toevaluate the proposed broadcasting algorithm. The ;f 6 ——DCB
delivery ratio, forwarding ratio, overhead and getd T, RB
the proposed broadcasting algorithm REBA is , —8—FBF
compared with Blind blooding, Reliable broadcasting ;

and Double covered broadcasting in Fig. 5-8. In
simulations, the number of nodes are changed from 2
to 100. Simulation parameters are listed in Table 2

20 30 40 30 60

Number of nodes

Fig. 6: Delay-Sensitivity to mobility of the node

-——
- ~
7 \-. R V_max=1m/s CPR=10pkt/s P_en=1%T hello=1sT_wa
! v 06 it=30ms
| \ '
~ 05
! \
\ ~ 0.4
| 2 03 ——REBA
/ / ° 02 o
l\ / 01 . : . —8—BF
— / 0 T T T T 1
\ — 20 40 60 80 100
~ — Number of nodes
Fig. 4: Example of neighbor’s area of s Fig. 7: Overhead-Sensitivity to mobility of the @od
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V_max=1m/'s, CPR=10pkt's.P_err=1%T hello=1s.T
_wait=530ms

40 -
5 4
30 -
T 207 —+—REBA
£ 15
= —=-DCB
< | —+—RB
0

20 40 80 80 100

Number of nodes

Natsheh, E. and K. Buragga, 2010b.

Fig. 8: Forward Ratio-Sensitivity to mobility ofdmode

DISCUSSION

Garcia-Luna-Aceves, J.J. and Y.X. Zhang,

Trans.

1996.
Reliable broadcasting in dynamic network.
Proceeding 1996 IEEE International Conference
Communication, pp: 1630-1634. DOI:
10.1109/ICC.1996.535192

Natsheh, E. and K. Buragga, 2010a. Nodes density an

broadcast management in heterogeneous
environments of mobile ad-hoc networks. J.
Comput. Sci., 6: 312-319. ISSN 1549-3636

Khabbazian, M. and V.K. Bhargava, 2009. Efficient

broadcasting in mobile ad hoc networks. IEEE
Mobile Comput., 8: 231-245.
ieeecomputersociety.org/10.1109/TMC.2008.94
Density based
routing algorithm for spare/dense topologies in
wireless mobile ad-hoc networks. Am. J. Eng.
Applied Sci., 3: 312-319.

Lou, W. and J. Wu, 2002. On reducing broadcast

The proposed broadcasting  algorithm provides
good delivery ratio, low forwarding ratio, low obverad
and less delay compared to other well
broadcasting algorithms like blind flooding, reliab
broadcasting and double covered broadcasting.

CONCLUSION

In this study, a reliable and efficient broadaagti
algorithm in Asymmetric Mobile Ad hoc Networks has
been proposed which provides low forward delivery
ratio ,high delivery ration low overhead and lestagl
while suppressing broadcast redundancy. This is
achieved by only requiring some selected forwarding
nodes among the sender's 1-hop neighbor set to
forward the packet. The directed DGs can be used to

Ni,

redundancy in ad hoc wireless networks, 1: 111-
122. DOI: 10.1109/TMC.2002.1038347

knownKhabbazian, M. and V.K. Bhargava, 2008. Localized

broadcasting with guaranteed delivery and bounded
transmission redundancy. IEEE Trans. Comput.,
57:1072-1086. DOI: 10.1109/TC.2008.51

Lou, W. and J. Wu, 2007. Toward broadcast religpbili

in mobile ad hoc networks with double coverage.
IEEE Trans. Mobile Comput., 2: 148-163. DOI:

TMC-0218-0705

S., Y. Tseng, Y. Chen and J. Sheu, 1999. The
broadcast storm problem in mobile ad hoc
networks. Proceeding of the ACM/IEEE

International Conference on Mobile Computing

and Networking, Aug. 15-19, AMC Press, Seattle,
Washington, United States, pp: 151-162. DOI:
10.1145/313451.313525

model wireless ad hoc networks, where nodes havpeng, W. and X. Lu, 2000. On the reduction of

different transmission ranges. The simulation tasul

broadcast redundancy in mobile ad hoc networks.

show that the proposed broadcast algorithm low  Proceeding MobiHoc Conference, pp: 129-130.
forwarding ratio. DOI: 10.1109/ MOBHOC.2000.869221
Qayyum, A., L. Viennot and A. Laouiti, 2002.

REFERENCES

Alagar, S., S. Venkatesan and J. Cleveland, 1995
Reliable broadcast in mobile wireless networks.

Proceeding of the Military Comm. Conference, PP:Siddique, A., AM. Hanashi, I.

236-240. DOI: 1109/ MILCOM. 1995. 483305

Gandhi, R., A. Mishra and S. Parthasarathy, 2008.
Minimizing broadcast latency and redundancy in
ad hoc networks. IEEE/ACM Trans. Network., 16.
DOI: 10.1109/TNET.2007.905588

Multipoint relaying for flooding broadcast message
in mobile wireless networks. Proceeding of the
35th Hawaii International Conference System
Science, : 3898-3907. DOl:

10.1109/HICSS.2002.994521

Awan and M.

Woodward, 2007. Performance evaluation of
dynamic probabilistic flooding using local density
information in MANETSs. Network-Based Inform.

Syst., 4658: 288-297. DOI: 10.1007/978-3-540-
74573-0

Ishak, I. and N. Salim, 2009. Selective floodingdxh Wu, J. and F. Dai, 2004. A generic distributed

on relevant nearest-neighbor using query feedback
and similarity across unstructured peer-to-peer
networks. J. Comput. Sci., 184-190. ISSN: 1549-3636

51

broadcast scheme in ad hoc wireless networks.
IEEE Trans. Comput.,, 53: 1343-1354. DOI:
10.1109/TC.2004.69



