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Abstract: Problem statement: WiMAX supports multiple types of traffic such aatd, voice and
video. Each flow requires a certain minimum bandkith achieve its QoS. Bandwidth allocation to
traffic classes should be in such a way that fagr&iteria is met with. Hence, we propose a dynami
bandwidth allocation mechanism to achieve fair affitient allocation.Approach: We present a
Generalized Stochastic Petri Net (GSPN) approacimaadel bandwidth allocation in Broadband
Wireless Access (BWA) networks with multiple trafficlasses. A dynamic weight assignment
mechanism is proposed to enable fair bandwidthcation among the competing traffic classes.
Performance of the weight assignment mechanisnmasgytically evaluated using the GSPN model
developedResults: Results show performance improvement in terms @inndelay and normalized
throughput of traffic classes compared to existimechanisms. Simulation is carried out for different
traffic rates. Analytical results are validated ngsisimulations.Conclusion: Performance of the
proposed system is evaluated in terms of mean daldynormalized system throughput. The model
developed is generic and can be extended to amyess network with multiple traffic classes.

Key words: Bandwidth allocation, dynamic weight assignmemtdel developedmultiple traffic,
bandwidth requirementresource allocation,assignment mechanisntraffic load,
analytical approach,based simulator

INTRODUCTION WiMax networks has been presented in (Shaetedd.,
) ) _ 2008). Scheduling strategies for multimedia network
WIMAX provides low cost all IP solutions for pzs been presented. Dynamic adjustment of DL

scalable networks with voice, data and video sesric (downlink) and UL (uplink) is performed in (Ma, 280
The radio network of IEEE 802.16e BWA provides to maximize bandwidth utilization. Liet al.

interoperable, flexible, low cost solutions to the-66 (2009) a bandwidth allocation algorithm, HUF

GHz (line of sight) and 2-11 GHz (non-line of sight Highest Uraenc First) is proposed which
spectral bands (Anderson, 2003). Data rates of382-1 galgulates sl?)t aI)I/ocation |)n !(Dwop phases. The
€

Mbps can be achieved depending on the chann lqorithm i lidated th h simulati S K
bandwidth and modulation techniques used. Multiplea goritnm 15 vaidated through simuiations. Sayenko
types of traffic flows (data, voice and video) are & al. (.2006) strict priority s applled. which could
supported. Each flow requires certain minimum'€Sult in starvation for low-level service classeav
bandwidth to achieve its QoS. Bandwidth should be/ith the implementation of admission control
allocated so that all flows share the availableacitp ~ Scheme. Petrinet approach to bandwidth allocation
in compliance with the fairness criteria. Increafieds ~ has been studied in (Raja and Kumanan, 2007). Liu
of traffic belonging to any QoS class increases it€t al. (2005); Chen et al. (2005) and
bandwidth requirement. Hence, it is essential mnge Wongthavarawat and Ganz (2003) discuss complex
the bandwidth allocation policy dynamically based o schedulers such as Earliest Deadline First (EDF),
instantaneous traffic load. Several bandwidth alion  Deficit Round Robin (DRR) (Shreedhar  and
mechanisms have been proposed in literature. Varghese, 1996), weighted fair queuing (WFQ) and

The UPS (Uplink Packet Scheduling) worst case weighted fair queuing Q). Using a
(Wongthavarawat and Ganz, 2003) and Deficit Faihierarchy of schedulers is a challenging task bseau
Priority Queue (DFPQ) (Chemrt al., 2005) employ per connection QoS must be translated into schedule
service classes to meet differentiation and fasnés configuration at each level. Performance evaluation
simple mathematical approach for delay analysis foof prioritized queues has been considered.
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periods. (Practically, a data burst representsta da

class packet of variable length, for example an IP packet
with zero idle time between finite set of
consecutive packets (Jayaparvaghgl., 2007)

class: « Data bursts arrival at a queue follows a Poisson
process with mean arrival rake

s e Service times of data bursts are exponentially

I distributed with mean Iy seconds

Fig. 1: System model MATERIALSAND METHODS

In this study, we present a GSPN approach t@dynamic bandwidth assignment mechanism:
model bandwidth allocation in wireless systems withDifferent traffic classes have varying bandwidth
multiple traffic classes. We also present a dynamiaequirement depending on the traffic load. Basethen
weight adjustment mechanism for fair resourcestringent nature of QoS requirements, traffic @asare
allocation in the system. According to this mecbemi  classified into higher and lower priority traffitasses.
weights assigned to traffic flows are varied Each traffic class is assigned a dynamic weight Wi,
dynamically, depending on priority of traffic claaed  which depends on (i) QoS requirement (ii) queue
traffic load conditions. We compute the averageesys |ength (which depends on the load conditions) ef th
throughput and mean delay suffered by the firskpac traffic class. Assignment of static weights coudsult
(Le., the packet in the Head Of Line (HOL) of eachjn starvation problem for lower priority traffic ass,
queue) through the proposed GSPN model. Mean delay,rticularly at higher loads. Hence, weight assifjne

of subsequent packets is determined by modeling eachqoyid vary depending on instantaneous system load
queue as M/G/1 queue (Jayaparvathyl., 2006). The  .gngitions.

mean service time for the computation is obtairrechf
the mean delay suffered by the HOL packet. Our A
analytical model is validated by comparing the itssu given by p, ==~ where,A; is the mean arrival rate and
with simulations carried out using event based Etou H
1 . : . i

o ) — is the mean service time for traffic classThe
System model: A system consisting of single Base g,
Station (BS) and n Subscriber Stations (SS) iSollowing conditions hold good. (i)
considered as shown in Fig. 1. Each SS is assdciat L T N N
with multiple queues, each corresponding to th::0<pi _<1’D|_1’2""’.’\J_ (i) 2.p <1 (”.I.) 2w =1
different traffic class for which resources havebiw The first two conditions ensure stability of theeges
allocated dynamically. The BS assigns bandwidth t@nd the last condition is a nor_mallz_atlon cond|.t|¢r|n_
each SS which in turn re-allocates the bandwidttheo ©rder to account for the relationship between weigh
traffic flows incident on it. Traffic classes are and traffic load, we introduce the term, sensiivit
prioritized based on the QoS requirements. Herds, i Which represents the change in weight of a givafiitr
required to allocate the available bandwidthclass with respect to change in load of other itraff

appropriately considering the fairness as well asQ classes.Let a be the sensitivity of clasgo the

Let p; represent the traffic load of traffic class

requirements. variations in the traffic load of clas® class;.;). Note
The following are the assumptions made in thethatal(1, «). Also, a -1 indicates no sensitivity and
model: 0 oo indicates maximum sensitivitHence, o -1

i-1

when Z'J_ipj ~0 and o~ when Y "p ~1. An

* There are N different traffic classes in the systeMuypression that satisfies the above condition islEq
denoted as classjd(1,N)

» class has a higher priority compared to clai®s | 1
<j o :W (1)
» Every traffic class is assigned a dynamic weight P
Wi
 We consider data-only traffic with on-off traffic Weights assigned to traffic classes need to yatisf

model. Data bursts consist of active and idlethe following properties:
1718
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* Weight has to be an increasing function of the,, :(1_2N-2W_)puN_,l
corresponding traffic load N T

* The weight of lower priority traffic class has to w, :(1—2:1wj)pﬁ,ll
decrease with increase in higher priority traffic
load

* Under equal traffic load conditions, the weight of
higher priority class has to be greater than ttiat o< On-
the lower priority class

 When lower priority traffic load is greater than
higher priority traffic load, higher weight is
assigned to the lower priority traffic class. This
avoids starvation for the lower priority trafficagls
and hence ensures fairness

For k > 1 andxy = 1 we have w > Wy.1, SiINCE0 .1

Remarks: When lower priority traffic class has higher
load compared to higher priority traffic class,
correspondingly higher weight is assigned to itoiidh
a lower weight is assigned to higher priority clai$s
does not degrade the overall system performanae sin
the bandwidth requirement is comparatively lesssTh

Based on the properties discussed above Wgroper.ty brings fairness inthe proposed weight
formulate the weight of a traffic class as Eq. 2: dllocation mechanism.

Performance analysis using GSPN model: Figure 2

W, :(1_zwjjplai (2) shows the GSPN model, we consider one of the traffi
classes as reference. The behavior of other trelfigses

is aggregated and represented separately. It Bnab

Further, we normalize the weight assigned byfrom the Figure that the model consists of twdpaA
assigning Eq. 3: and B. Part A, represents the events associatddtiat
reference traffic class and Part B, representsetieats
associated with other traffic classes.

The model incorporates priority, pre-emption and
time-out characteristics of traffic classes. Ndtattwe
use the subscript, i, to represent the refereraffictr
such that the relatiorEiN:lwiNmmzl is satisfied. In the class andAi to represent combined events of other

following sections of paper we represemniom as w. traffic classes. Transition ysgenerates packets at the
The following theorems discuss the behaviour ofdiven rateAi. and deposits them in the place gi. An
the weight allocation mechanism under differentdloa inhibitor arc with cardinality bufis needed to ensure
conditions. that the numbeni of packets waiting to enter the
current queue is finite. If all channels are bubg, data
Theorem 1: Under equal traffic load conditions weight packets are buffered in with finite buffer size bufi.
of higher priority traffic class is greater thanwier ~ Transition usf represents the arrival of other, (N-1),

Wi = —n— 3)
w

iNorm
Zi:l i

priority traffic class. i.e., whep; = p, = ... =pn. Wy > traffic classes with arrival rate-. Packets are buffered

Wy > ... > Wy in gi with capacity bufi. Access to channel by the
reference class is controlled by transition chalkich

Proof: Letp,=p,= .. =py =p. From (2), we have, Is modeled as timed transition. Rate of firing btlski

N-2 s - [y Nt o is controlled by user-defined function chchki giviey

WN‘l:(l_zjzl Wi)p W _(1 21:1 Wi)p - From (2). Similarly, access to channel by other traffiasses

(1), an.g < ay. Hence, foip < 1, we have w; > Wy. is controlled by chchki*. The rate of firing of dhki* is
given by:

Remarks. The above condition enables the mechanism

L . "

to maintain QoS requirements of the system. W, =(1-w) sinceZ W= 1
i=1

Theorem 2: For a higher load of lower priority class,

corresponding higher weight is assigned to thefitraf A higher value of firing rate implies a higher
class. probability to access channel resources. Thus,eian
i.e., whenpy>... > P> pg, Wy> ... > W > Wy allocation can be varied dynamically based on itraff

load conditions. Firinghchk transfers a packet from
Proof: Let py = kpn.1. From (2) we have: g to usg indicating the packet is being served
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Fig. 2: GSPN model

After completion of service time, transition emglfired  the GSPN model discussed above can be obtained from
and the channel is returned to the central poolreachability graph (Sahnest al., 1996). Since, the
Transition preempt is an immediate transition used to associated CTMC is very complex, we use SHARPE
model pre-emption. preemptis enabled when packets (Sahneret al., 1996) tool to obtain the performance
are available in places gi and usgimultaneously. This metrics. The average throughput of a transitionsT i
indicates the presence of packets belonging tg&dad  defined as the average rate at which packets are
class simultaneously , where the reference class, classleposited by the transition in its output placés(l) is

has higher priority compared to other classes,s¢elas the average number of packets deposited by transiti
Arc connecting preempt and usgi indicate removal of in all of its output places up to a time t, there th
packet from usgi and returning the channel to thehroughput of a transition T, defined as Eq. 4:

central pool of channels thus enabling glassaccess

the channel. ()

Transition no-chiis fired when the available ' _lmT )
channels is insufficient to serve the incoming sk
An inhibitor arc from cap to no-chindicate non The throughput of traffic clagss given by Eq. 5:
availability of channels.

Firing no-chideposits the packets in retry- bufi  _nend 5
with a buffer size set to 7. Arc connecting retbyHi Ni = nusy )
and chchkrepresents the retrial of buffered packets for
channel access. Average system throughput, n is given by Eq. 6:

Traffic classes are assumed to belong to delay
sensitive applications with a maximum threshold onn:in_ 6)

tolerable delay. Packets exceeding the threshotd ar’ 4

dropped. Dropping of packets exceeding the detfait li

is incorporated in the model using timed transiion The mean delay, |p experienced by a HOL packet
time_q for reference class. Firing rate of timgiooset  of traffic clasg is the sum of the mean packet holding
to My i, Where 1l ; is the maximum tolerable delay time and the sum of mean waiting times in places gi
for packets belonging to clas&iring time_g removes and usgi. Let the average number of packets irepRac

a packet from 1l indicating a packet drop. pe #. PD, can be computed using Little’s Theorem as

Probability of packet drop depends on the availableE .
o ! q.7:
channels, transmission rate of packets, buffer. size
Mean delay and normalized throughput: The Dy =-\o(@), No(usg) 1 (7)

underlying Continuous Time Markov Chain (CTMC) of Nus; Nenerg i
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where, pi is the mean packet holding time for traffic B

class The buffer in each queue is modelled as M/G/1

gueue with mean service time clasghe mean packet 7 [~ Equal priosity (znslysis) A

delay, class can be determined by applying the - rl..';ﬁ“ Bk v {enalysis) /A

Pollackzek-Kinchine mean value formula as Eq. 8: 6 |- e (i)
+F .:-.94 }‘:rlurl. /_ffr'f

A 3 | Dj.‘n;].ua:ﬁre'.ght:_sm.lulzncu'- A

D: =Du =|1+——— (l Cé) (8) 3 ) :

2(

lean delay (me)

where, p, 2\, Du. If delay of HOL packet is
represented by random variable, tRen Eq. 9:

g -5 ©
‘ D

Total system lozd (but=30

For small loads, E[R can be obtained as Eq. 10:  Fig. 3: Comparison of mean delay for classffic
with different priority schemes

E[R?]= Z{I’IOUSQJ (20) 2

chchk

STl piy (abie)

=]

RESULTS

(=]

We evaluate the system performance in terms of
mean delay and normalized throughput for increasing =

Bedeian clelay { ma)
0,
("

traffic load, p given by Zi:1p| wherep; corresponds to / ‘ /,/
traffic load of classfori=1, 2,..., N.p, =M whereh, L3 17 o g
M e '_--':-’/
|
is the mean arrival rate ang is the mean service rate g e
of each traffic class. We assume N = 3 for our ysisl [
We ensure system stability by settipge 1. The value Q)

o o K -
0 0 0. 0.6

of A; is chosen to vary from 0.0-0.3. buf3;; = 1 and
cap = 10. We compare the analysis and simulation
results for three traffic classes in terms of mdafay Fig. 4 Comparison of mean delay for clagsaffic
and normalized throughput. We also compare the with different priority schemes
performance of the proposed weighted priority solem
with fixed priority (clasg highest followed by clags
and clasg and equal priority schemes. Priority
adjustment is achieved by assigning Tihe value of w

l_l t=m1u=a (but =30

Figure 3-4 present a comparison of mean delay with
various priority schemes for classind class traffic

= 0.33 for equal priority case. For fixed prioritye respectively.

assign w = 0.5 w = 0.3 w = 0.2. Simulations are DISCUSSION

carried out using an event based simulator. The

parameters used in the simulation are frequency ban As observed from the figures we find that mean

5 Mhz, propagation model assumed is two ray groundlelay with fixed priority is the least for clasand
model, frame duration = 20 ms, cyclic prefix = 0&t  highest for class This implies that at higher load of
packet length = 1025 bytes. We consider 9 rtPS, Bower priority traffic class, the delay increasasedo
nrtPS and 2 BE sources for simulation. The modutati insufficient bandwidth available. Also, with equal
setting chosen is 64-QAM 2/3. The simulation dumati priority allocation mechanism, we find that clasgms
is chosen to be 100s. highest delay and claslsas the lowest delay.
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0.9, throughput of clagss increased from 0.72 with
fixed priority mechanism to 0.8 with dynamic weight

thety

(L
a3 R mechanism.

il B In Fig. 6, we compare the mean delay of glass
= class and classtraffic with dynamic weight assignment
=06 mechanism. We observe the mean delay of clasisig
:f 5 =Equal priority (smuulstion) | least compared to clasand clasg Hence, the proposed
E =Foged prionty (znalvsis) mechanism preserves priority requirements while
= i Eﬁﬂ»f"};ﬂm m maintaining fairness in resource allocation.

= o F med prionty (smulation’)
02 Dymamicweightsimulation) CONCLUSION

We presented a GSPN model for performance
evaluation of IEEE 802.16 BWA systems with multiple
traffic classes. We have also proposed a dynamic
weight assignment mechanism to achieve fair
bandwidth allocation. Performance of the proposed
system is evaluated in terms of mean delay and
normalized throughput. Our model is validated using
simulations. The model can be generalized to
incorporate multiple access networks. Use of calore
gt : : Petri net can be explored to model the behavior of

traffic classes.

Y o g P e e N
(1 .l 4 wl Uh . U v

Total svstem load (but =30}

Fig. 5: Comparison of normalized throughput for
class traffic with different priority schemes
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