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Abstract: Problem statement: This study attempts to present an object-net ntetho word sense
disambiguation. It is proposed to model the eleamntmeanings which assist the machine to
autonomously undertake the analysis and synthestegses of meaning.pproach: In the proposed
methodology, the disambiguation process was peddrim context manner. Starting from natural text,
the context of the sentence was identified, them abtual meaning identified using correlation of
elementary object meanings existed in object-nthdese. It was because even ambiguous word will
have only one meaning based on the context or bbjedomain on which the sentence was written.
Results: This object-net approach disambiguates originelweth high precision of 96% of the verbs
and 97% of nouns for data extraction from the dagaband reporting in terms of grap@enclusion:

The accuracy of finding the sense of a word andaetihg data from the database and projecting into
graphs was based on number of trained objectsjecbhet database. Due to this object-net database
plays a major role in this proposed method.

Keywords: Word Sense Disambiguation (WSD), Natural Languaged®sing (NLP), parse tree,
object-net database, disambiguates original text; methodology, shallow approaches,
supervised methodsynthesis capability

INTRODUCTION a body of knowledge does not exist in a computer-
readable format, outside of very limited domainsefe
Word Sense Disambiguation (WSD) is the processs a long tradition in computational linguistics ey,
of identifying which sense of a meaning is usedly  2004), of trying such approaches in terms of coded
given sentence, when the word has a number ohdisti knowledge and in some cases; it is hard to saylglea
senses (Carpuat and Wu, 2005). For a long time th@hether the knowledge involved is linguistic or igor
WSD is an open problem in natural languageknowledge. The first attempt was that by Margaret
processing (NLP). The solution of this problem ifsa  Master-man, at the Cambridge Language Research Unit
other tasks such as discourse, engines, anaphog@ gngland, in the 1950s and Yarowsky's machine

resolution, coherence, inference, information es@l,  |earning optimization of a thesaurus method in1i®@0s.
machine translation and others.

There are two main types of approach for WSD inghallow approaches: These approaches are not
natural language processing called as deep ap@®achconcerned of learning the text instead they ded thie
and shallow approaches. surrounding words of the ambiguous word and try to

identify only parts of interest for a particular
Deep approaches: These approaches involve the application. They just consider the surrounding dgor
intention to understand and create meaning fromt whaysing a training corpus of words tagged with theird
is being learned, Interact vigorously with the @mf senses the rules can be automatically derived by th
make use of evidence, inquiry and evaluation, Take computer (Mokhtaet al., 2002). This approach, while
broad view and relate ideas to one another andtdRelatheoretically not as powerful as deep approachgssg
concepts to every time experience. These approachesperior results in practice, due to the computer's
are not very successful in practice, mainly becaust  limited word knowledge.
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3 input word with high precision of 96% of the verbs

and 97% of nouns.

The algorithm presented here is an improvement
over other existing algorithms in WSD and data
extraction from database using English language

WP
instead of database query languages like SQL (&ziz
al., 2011); this algorithm can be incorporate intgela
DT

FEP VB applications like machine translation, code gemnamat

NP
/\ search engine, IR.

NN Resources: The algorithm does not dependant on any
‘ other existing WSD resources like WordNet, SemCor.
Instead of that it uses separate database named as
Object-Net Database which contains trained elemgnta
Sha took soms ball objects. Initially the database is stored with tadi
data, this database updated when new untraineatobje
Fig. 1: An example parse tree path from the preéica found in the input text or when fine tuning is reqd
“took” to the argument “She”, represented ason existing already trained element (Burges, 199B%
TVB1VP1S|NP proposed algorithm finds all its required infornoati
(Tiun et al., 2010) to identify the meaning of the word
In addition to deep approaches and shallowon a particular context from this Object-Net datzha
approaches, there are four conventional approathes so precision of word sense disambiguation of pregos
WSD. algorithm mainly depends on data from this special
Object-Net database.

Dictionary and knowledge-based methods: These

approaches make use of dictionaries, thesaund MATERIALSAND METHODS
lexical knowledge bases, without using any
corpus evidence. The algorithm presented in this study determiires,

a given text, a set of nouns and verbs which can be
Supervised methods: These approaches make use ofdisambiguated with high precision, the semantigitay
sense-annotated corpora already been trained froid performed using the sense defined in object-net
semantically disambiguated corpus. database and actual meaning of the sentence iffitetn

But above mentioned task are completed in stepdyy s
Semi-supervised or minimally-supervised methods: using methods, so the various methods used toifiylent
These approaches make use of both labeled arffe correct sense of a word are presented firskt Ne
unlabeled data for training - typically a small ambof ~ Presents Object-Net Database architecture, the main

labeled data with a large amount of unlabeled data. ~ &!90rithm in which these procedures are invokedrin
iterative manner and the method of updating, fureng

Unsupervised methods: These eschew (almost) the Object-Net Database.

completely external information and works diredtlym

raw corpora (i.e. not annotated) (Diab and Re&tikp2).
The method proposed here is a semi-supervise

method; it is called as object - net approach whishs

the_ |nforma_t|on _dynamlcally gath_ered from user dsat target words (verbs) and arguments are assumed to b
while machine finds any of untrained corpora orhlea spans of words in the sentence that are dominated b
to solve the disambiguation then those informatie® |,o4des in the parse tree. A parse tree path can be
reported to user or master, after user understead t jescribed as a sequence of transitions up from the
problem the related corpora are trained. It diffieosn  target word then down to the node that dominates th
previous semi-supervised approaches: The algorithrargument span. The parse tree paths are partigularl
has a set of disambiguated trained elementary thjecinteresting for automated semantic role labeling
(Rajaraman and Tan, 2001) and incrementally build$ecause they generalize well across syntactically
and resolves the untrained elementary objects; thisimilar sentences. For example, the parse treeipath
approach allows identifying the semantic sense ofig. 1 would still correctly identify the ‘“taker”
1613
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argument in the given sentence if the personal These knowledge bases are useful to serve the
pronoun “she” were swapped with a markedlypurpose of developing information retrieval systems
different noun phrase (Shaaleral., 2004). and shallow semantic representation for an input te
] ] (Chen et al., 2004). They model their elementary
Procedure #2: Identify the words having only one meanings only with conceptual world properties and
sense (monosemo_us words) in Object-Net database aegnstraints and taxonomic relations between these
make them as having number of sense as #1. . I
words. They do not have synthesis capabilities, but
Example The noun subcommittee has one sens ather their definitions are pre-programmed by hosna

defined Object-Net database. So this is a monossmod N€Y do not make the machine creative enough to

based on its understood meanings. So a new
Procedure #3: with this procedure, we are trying to get methodology is required for machine to autonomously
contextual clues regarding the usage of the sehse o undertake the learning, analysis and of both the
word. For a given word Wi, at position i in the tex elementary and composite meanings of natural
form two pairs, one with the word before Wi and thelanguage and most importantly, it is to note tha t
Other one W|th the WOI’d aftel’ WOI’d W| Then we f|nd robustness of proposed a|gorithm by machine releds

out all the occurrences (_)f these pairs found withim only on sophisticated algorithms for knowledge
Object-Net database. If, in all the occurrences wbrd manipulation but also the kind of knowledge it has.

Wi has only one sense as # Wis, then mark the Wérd . : .
(i.e., careful modeling of elementary meanings fram

as having sense #Wis. engineering point of view). The new methodology for

- . . maintaining trained elementary meaning is called
Procedure #4: Find the words which are semanticall X d . .
yObject-Net database and details of this database is

connected to the already disambiguated words foéx lained in analytical and synthesis capabilittisa
which the connection distance is 0. The semantic " y y pabilitise.
distance is computed based on the ObjectNet higrarc Algorithm with an example: Consider for example to
Two words semantically connected at a distanceeaf z retrieve data from any of user database like “ldnte
if they belong to same path of subnet. student report that joined on 04 November 2010.”
Procedure #5: Find words which are semantically Procedure #1: Tokenize the given sentence as below:
gpnnected in ob!ect net and for which the connectio 9 + need + the + student + report + that + joired
istance length is zero. In this procedure nonghef "
. . on + 04 + November + 2010.

words considered by this procedure already
disambiguated. We have to consider all the sense of
both words in order to determine whether or not theres
distance between them is zero, this makes this
procedure computationally intensive. “Pro+Ver+Art+Nou-+ver+pro+ver
Procedure #6: Form the semantic network based on,gqv+Num+Nov+Num”
understanding made by the learning done from proeed
#1 to procedure #5 and come to the final conclusion
about the input sentence and action to be perfarmed =

The procedures presented above are applieg
iterative; this allows us to identify a set of nguand

verbs which can be disambiguated with high ) . .
precision. This object-net approach disambiguates:ra!Dle 1: Parsed tokens and its relation.

While categorizing these token words the below
ult is found:

Create the parse tree after tokenizing, the
ig. 2 shows the parse tree for above mentioned
xample sentence.

original text with high precision of 96% of the per Pairs Description
and 97% of nouns. | + need Whom->|

Need + the student What->the student
Object-net database architecture: The existing 1he student + report What->student
knowledge bases in machine readable formats arBeport+ that Unable to correlate
WordNet, OMCSNet, MindNet, CYC, Thought Ihat+ joined Which->joined
treasure, VerbNet, Semcor, Open Mind Word ExpertJoined +on Unable to correlate
Frame Net and PropBank. On + 04 November 2010 Which->date
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Procedure #2: Find the words which are having unique Procedure #3: As per procedur#2 result, the related

sense of meaning and find object on which the actioobject or domain of sentence identified (i.e. as pe
need to be performed: example student), in Object Net database searctinéor

particular domain which is identified in procedus#2

from the identified object co-relate and identify
‘I (Sense#1) + need (Sense#1) + the (Sense#1) teaning of the remaining words in sentence. Conside

student (Sense#1) + report + that (Sense#1) +doine the network exist in object-net database as inFig.

(on + (04 + November + 2010)) (Sense#1)” While forming the two pairs one with the word

previous to the current word and one next to threect

word, for our example we will be arrived to 7 paas

in below Table 1, the last column shows that

understanding.

In this example the word “I", “the”, “student”
“that” and “date (04 November 2010)” are havingyonl
one sense of meaning and student is the objecharhw
the sentence related. Procedure#4: From the procedure#3 we come to know

that “need” is the action it required for “whom” ‘i,
8 “what” required is “student”. From the student node
| “what” required is “report”. But “report” is ambigus
word in English it is having many meaning and dgo
o \@ directly correlating words existing object-net istn
giving correct path for the pairs “report + thatida
“joined + on”, as Date is already disambiguated and
while considering pervious nodes it gives the megni
Pro D=t JETXF like “on” which is some date (ie. 04 November 2010)

Va . . . .
/ I By node with connection distance of zero we will be
Pro VP arrived into the below mentioned paths:

Ve aﬁ\D e |->need
Adv Dats

~ e |->need->the student
I->need->the student->report

On

On->04 November 2010

* Joined-> on->04 November 2010

Nov Num

In=ed the studentraport thatjoinedon 04 Lnrambaflﬂlﬂ

Fig. 2: Parsing of example sentence * That->Joined->o0n->04 November 2010
Procedure #5: The word “report” was not clear still
@ - Procedur#4, now the report is clear like on “jomtet
= Whidh some report is required. The ambiguous word “réport
il

semantically connected with other part of the ssrde

ho | VE ‘@ in three ways as mentioned below:
i Jomed date

Report->joined->04 November 2010
* Report->joined->on->04 November 2010
e Report->that->Joined->on->04 November 2010.

- . ¢ Here the path 2 and 3 are already occurred in

What Procedur#4 but path 3 is bigger than path 2, sophth
WWhich T"“l“d is considered and now it is clear that report afgd

‘ ‘ mm hich date is required.
‘ 6 Procedure #6: From the procedure#5, the “need” node
is connected to “student” node. “student” node is

connected to “report” , “report” is connected toifjed
Fig. 3: Sample object-net database date” and it is connected to “date”, from this wavé
1615
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form a semantic network which gives the meaning aghe possible ways are:
“need” is the action required by “I” and what recpa o
s “student’, from “student’ what required are repo * | need the student report that joined on 04
and which report is “join date” report. November 2010
The Fig. 4 shows the semantic relation path whictf Need student report joined on 04 November 2010
gives meaning of the sentence. Report of studen; joined on 04 November 2010
e Student report joined on 04 November 2010
On 04 November 2010 joined student report
On 04 November 2010 joined student
Joined on 04 November 2010 student report
Joined on 04 November 2010 student
Joined student report on 04 November 2010

Analytical and synthesis capability in object-net
database: The example sentence “l need the student
report that joined on 04 November 2010” can betemit
in many as mentioned below to reference same mganin
as above sentence says.

The above mentioned sentences are giving same
meaning as sentence#l, even though the senterees ar
not in corrected grammatical. But as a human can
understand that meaning of all above sentence as
“student report is required who are all joined oh 0
November 2010". So similarly we have to make sure
that our proposed algorithm is also capable
understanding the meaning of sentence as human.

For example the above sentence # 3 “Report of
student joined on 04 November 2010", in existing
trained Object-Net network does not have direct
relation from report student but already the “what”
relation were existing so it makes the new
understanding link between “Report” and “student”
with relation of “what”. Similarly consider the ab®
sentence#5 “On 04 November 2010 joined student
report”, this sentence starts with a date and ésdaot
have action part like a action verb “need”, in &rig
Object-Net doesn’'t have any of node starts with
“Date” but there is a “Which relationship exists
Fig. 4: Forming a semantic network in Object-Netyoyeen “Joined” and “Date” so system creates a new

Database node as “Date” to “Joined” with relation of “Which”
next for student report there are two relationghijst
@ _{ Report one is from “Report” and another one from “student”
Where node, now it creates two relation from newly create
- Which Which date “Date” node to “Student” and “Report‘ with

é1 Stude N I @ relation of “Where” and “What” respectively. ThegFi
- 5 show the updated Object-Net database which will b
used for future purpose. So the system analysds an
. keeps updating its database memory there comes the
wmm Where system Iearn_lng _capablllt_y. I_f some words occuried
Which What wmch input text which is not exist in Object-Net datadasd
@ @ also system is not able to resolve it internalgntfit will
ask a master to train the relational network therme
; ~Dm~¢\ - the human master into picture in order to corred a

oo What update the database.

Which  Where . Which Which

%% { Repot ) RESULTS
:: Toine i\; -’: Studen :a"----" @
_____ Object-net approach for database extraction: We

Fig. 5: Updating the active memory illustrate  here the Object-Net disambiguation
1616
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algorithm with the help of previous example “I need Object-net approach for business reporting: As per
the student report that joined on 04 November 2010"the above example (“I need the student report that
The system identifies the data meaning of the seerte joined on 04 November 2010") the system identifies
and what is the command and what is action that useéhe data meaning of the sentence and it produaes th
is expecting from the system. After identifying the SQL query for the input sentence or requirement and
meaning of the sentence, it maps the action toome d executes the query by database engine and geténdata
along with the trained internal actual databasethe form of table. If the input sentence says dathe
structure so that it can produce exact the SQLyguerprojected in the form of graph such as “l need the
for the input sentence or requirement. number of student joined in between 20 January 2010
to 20 November 2010 and report it in terms graph
o where number of student in Y-axis and date in X-
axis”. Then the system will understand meaninghef t
input sentence and produces the SQL query , execute
it in database engine, get the data from databade a
project it in terms of graphs as per its understamd
from the input sentence.

Student details

5 ldetaile N Pemctration d The Fig. 6 shows that “student details” and “car
t. traty t . . . . .
ofbisth n&f}ferage joﬁ;;: = information” databases are exist in a databases thi
Mark detai gﬂi#ﬁn&dmm N mapping information is shared or trained to ourtesys
/| T det tratl A,
R sflf:cfn;ﬂf . so that our system knows about where to fetch and
minimum mark namemaﬂimredJ which are to be fetched for a given sentence.
DISCUSSION
v

Perfor mance of word sense disambiguation based on
object-net database: The object-net data base consists
of set of trained entity network along with their

Model details Name Model Dateof Manufachue r’ne.amngfUI . representatlon with their
number release  name action/behavior/property. The performance of ourdvo
Price details Model place price . . . . .
N sense disambiguation algorithm mentioned as above

from procedure 1-7 is mainly based on how many
trained networks exist in Object-net databaseuthber

of network data are high then number of hit ratio o
number of occurrence of word in input text andrteai
network is high so it helps our algorithm to fetch
correct object on which the input sentence is amitt

Fig. 6: Actual database information for mapping

lgﬁ | and what is action or purpose of the sentencederao
%0 - give good accuracy on ambiguous words and sentence.
o When the number of trained network data of words in
5[:. ] — Petformence object-net database is less then number of hib i@ti
i over lezming number of occurrence of word in input text in texn
30 1 network words is less so the active memory model of
40 — Updation m object-net database requires the help from master t
30 Eziféﬁf train the non-trained words into database. Our
20 4 algorithm will not come to the accurate result e
10 - The Fig. 7 plots the graph between accuracy of the
0 result of our algorithm versus number trained nekwo
0 10 20 30 40 30 60 70 80 90 100 word exist in object-net database and the learning
update required of object-net database in active
Fig. 7: Accuracy and number trained network memory model.
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