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Abstract: Problem statement: Organizations critically needed to supply receatadto users who
may be geographically remote, while at the same tirandle a volume request of distributed data
around multiple sites. The storage, availabilityl @onsistency are important issues to be addressed
in order to allow distributed users efficiently asdfely access data from many different sites.
Approach: Data replication is a way to deal with this problsince it provides user with fast, local
access to shared data and protects availabiligppfications because alternate data access options
exist. Handling fragmented database replicationob®xzs challenging issue to administrator since
the distributed database was scattered into sggliica partitions or fragmentResults: This study
presented a new mechanism on how to handle thangaged database replication through the
Binary Vote Assignment on Grid Quorum (BVAGQ). Wedaess how to build reliable system by
using the proposed BVAGQ for distributed databasgrhentationConclusion: The result shows
that managing fragmented database replication mmaction through proposed BVAGQ is able to
preserve the data consistency.
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INTRODUCTION applied at one site are captured and stored lobaligre
being forwarded and applied at each of the remote
Nowadays, organizations critically need to supplylocations. Fragmentation in distributed databaseety

recent data to users who may be geographically teemouseful in terms of usage, efficiency, parallelisnd @lso
and to handle a volume of requests of data digeibu for security. This strategy will partition the datee into
around multiple sites. One way to provide accessiah  disjoint fragments. If data items are located & site
data is through replication. It is broadly instdllin  where they used most frequently, locality of refieris
disaster tolerance systems to replicate data froen t high. In fragmentations, similarly, reliability and
primary system to the remote backup systenavailability are low Distributed Database, 2011t By
dynamically and online (Re&t al., 2003). Replication combining fragmentation with replication, perforrnan
provides user with fast, local access to shared datl  should be good Distributed Database, 2011. Evenef
protects availability of applications because ahéz site becomes unavailable, users can continue ty que
data access options exist (Dastgheib, 2010). biged  even update the remaining fragments.
database replication involves the process of cagpgimd Data replication can be divided into three
maintaining database objects in multiple datab#isas categories of fragmented replication scheme whieh a
make up a Distributed Database Systems (DD&) (R all-data-to-all-sites, some-data-to-all-sites amuine-
et al., 2003). Handling fragmented database replicatiorflata-to-some-sites. The examples of all-dataito-al
becomes challenging issue to administrator sinee thsites protocols are Read-One-Write-All (ROWA)
distributed database is scattered into split raplic (Ahmad et al., 2010a; Deriset al., 2009) and
partitions or fragments. Each partition or fragmehtn  Hierarchical Replication Scheme (HRS) (Peetal.,
distributed database may be replicated into several010). ROWA has been proposed preserving replicated
different sites in distributed environment. Changeddata file in network environment (Ahmetial., 2010a;
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2010b). Meanwhile, replication in HRS starts when aDistributed database fragmentation: Fragmentation in
transaction initiates at site 1. All the data wile  distributed database is very useful in terms ofgesa
replicate into other site. All sites will have #le same because usually, applications study with only sarhe
data. For some-data-to-all-sites category, The Ntgjo relations rather than entire of it (Connolly andgBe
Quorum protocol and Weighted Voting protocol 1998). In data distribution, it is better to studjth
employ voting to decide the quorums techniques (Chosubse_ts of relations as the unit of distr!bytiohe‘bther
and Youn, 2010). A tree structure has been assitmed Penefit from fragmentation is the efficiency. Data
the set of replicas in this technique. The repliaas Stored close to where it is most frequently usedi fan
positioned only in the leaves, whereas the non-leafidt@ that is not needed, it is not stored. By using

nodes of the tree are regarded as “logical replicas fragmentation, a transaction can be divided intess
which in a way summarize the state of theirsubquerles that operate on fragments. So, it méildase

descendants (Storm and Theel, 2009). Besides Votingfe d_?greez ct)f patrallelisma Eeslidesl, it ?Izg..gw? f
Protocol, Tree Quorum (TQ) (Choi and Youn, 2010) ecurity as gata not required for local applicatienno

. h stored. So, it will not available to unauthorizesers.
can also be categorized in some-data-to-all-sithese : . ;
S . There are two main types of fragmentation which are
replication protocols make use of a logical tree

fruct Th t and ilabilit ot horizontal and vertical. Horizontal fragments anbsets
shrucfu_lre. € g(.).s an havala ';]y vary according ¢ of tuples, whereas vertical fragments are subséts o
the failure condition, whereas they are constamt 10,y tes. Figure 1a and b show the horizontal and
other replication protocols (11). One more protocol

. . ) vertical fragmentations.
this category is Branch replication scheme (Petet., g

2010). lts goals are to increase the scalabilityyorizontal fragmentation: Horizontal fragmentation
performance and fault tolerance. Replicas are ereas groups together the tuples in a relation that ey
close as possible to the clients that requestae fdes.  the important transactions (Atlas at the Universify
Using this technique, the growing of the repliceetis  Chicago, 2011). A horizontal fragment is producegd b
driven by client needs. Binary Vote Assignment atdD  specifying a predicate that performs a restrictonthe
Grid (BVADG) (Ahmad et al., 2010b) is one of the tuples in the relation. It is defined using thee®&bn
protocols in some-data-to-some-sites protocol. Aada operation of the relational algebra. Given a retaR, a
will replicate to the neighboring sites from itdrpary  horizontal fragment is defined as:

site. Four sites on the corners of the grid havg two

adjacent sites and other sites on the boundanesddy  op (R)

three neighbors. Thus, the number of neighborsaohe

sites is less than or equal to four. where, p is a predicate based on one or more wtsb

Resear ch background: Data replication: Replication is of the relation.

the process of sharing information to ensure ctersiy _ . . .
between redundant resources such as software ofertical fragmentation: Vertical fragmentation groups

hardware components. This process helps to improvi¢gether the attributes in a relation that are ysedly
reliability, fault-tolerance, or accessibility ofih (Gudiu  BY the important transactions (Atlas at the Uniitgrsf

et al., 2010; Connolly and Begg, 1998). Data replicationCnicago, 2011). A vertical fragment is defined gsine
may occur if the same data is stored in multipleProi€ction operation of the relational algebra. &aia
storage devices. Meanwhile, computation replicatio€/ation R, a vertical fragmentation is defined as:
occurs when the same computing task is execute 1,...,an (R)

many times. A computational task is typically
replicated in space, i.e., executed on separateegv
or it could be replicated in time, if it is execdte
repeatedly on a single device. Whether one re@gat
data or computation, the objective is to have some : t—; i
group of processes that handle incoming eventself

replicate data, these processes are passive andtepe (@

only to maintain the stored data, reply to readiests

where, al,...,an are attributes of the relation R.

and apply updates. When we replicate computation,

the usual goal is to provide fault-tolerance. For ‘

example, a replicated service might be used torobnt |

a telephone switch, with the objective of ensurtimagt (b) '

even if the primary controller fails, the backupnca

take over its functions (Storm and Theel, 2009). Fig. 1a and b: Horizontal and vertical fragmentadio
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MATERIALSAND METHODS

Binary Vote Assignment Grid Quorum (BVAGQ)
technique will be used to approach the research. In
BVAGQ, all sites are logically organized in formtafo-
dimensional grid structure. Each site has a predaa
file. A site is either operational or failed anck thtate
(operational or failed) of each site is statistical
independent to the others. A data will replicatette  Fig. 2: Primary and neighbors replica coordination
neighboring sites from its primary site. Consideraase
of 9 sites logically organized inx3 two-dimensional a o b
grid structures. Four sites on the corners of ti ltave
only two adjacent sites and other sites on the taries
have only three neighbors. Thus, the number of d
neighbors of each sites is less than or equal o Big. °
2, data from site 1 will replicate to site 2 and/Hich are
its neighbors. Site 5 has four neighbors, whichsées 2,

4, 6 and 8. So, site 5 has five replicas. Meanwbite 6 Fig. 3: Three replication servers connected to each
replicates to site 3, 5 and 9.

« BVAG transaction elements N = { Vgl

Definition: r=1,2,....k} where Y4 is a queued element either
) ] in different set of transactionsér Vy
* Vs atransaction eV xq is a transaction that is transformed from
+ Sisrelation in database _ _ Vixar Vil fepresents the transaction feedback
e Sis ve_rtlcal fragmented relation derived from S, from A neighbor site. \, q1exists if either Yy o or
Whgre i :_1,2,...,n V ixq1 EXISts
* PKisaprimary key . +  Successful transaction at primary sitg -0
* Xis aninstant in T which will be modified by +  Where Vg € D (i.e., the transaction locked an
element of V instant x at primary). Meanwhile, successful
« Tisatuplein fragmented S transaction at neighbor site V) = 0, wherey q
. fSPKXXéS a horizontal fragmentation relation derived  (j.e.,, the transaction locked a data x at neighbo
rom
P isan attribute in S where i = 1,2,...,n
* M is an instant in relation S where i and j = RESULTS
1,2,...,n
* irepresentarowin S To make it clearer on how we manage To make it
* jrepresentacolumnin S _ clearer on how we manage the transaction using
- andy are groups for the transaction V BVAGQ, here we present the example case. Each

y=a or b where it represents different group for the,,, e s connected to one another through an Etherne

transaction V (before and until get quorum) switch hub. A cluster with 3 replication servers
e Vnis a set of transactions that comes befaie V A
connected to each as shown in Fig. 3.

 While Vy is a set of transactions that comes after

Vi Using BVAG rules, each primary replica will
« D is the union of all data objects managed by allcoPY database x to its neighbor replicas. Client ca
transactions V of BVAG access database x at any server that has itsaejilie

« Target set = {-1, 0, 1} is the result of transantig; assume that primary database a located in Server 1,
where -1 represents unknown status, O represenfyimary database b will be at Server 2 and so aseB
no failure and 1 represents accessing failure on BVAGQ model, a for Y, 41 Will be any instant a, b,

» BVAG transaction elements nt {V.xql ¢ d e f g handi.
r=1,2,...,k} where V4 is a queued element oV

transaction DISCUSSION

» BVAG transaction elements W = {V yql
r=1,2,...,k} where \,  is a queued element ofjV For the first experiment, considerr, A=n
transaction request to update data a at server 1. The firstesq
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that get lock which isvA, 4 Will proceed with the CONCLUSION

transaction and M, gr+1,... VA, gk aborted as shown
in Table 1.vA, o is the write counter fowa, o that
increases when igets a lock. Next, thevia, o important in order to preserve the data availahilit
fragmented into Sand $ is fragmented into %,y consistency and reliability of the systems. Themfa
Based on the primary key of the fragmented tuplenew Binary Vote Assignment on Grid Quorum
instant a will be updated. After finish update, thetechnique has been proposed to maintain and manage
transaction will commit. the fragmented database replication. From the
For second transaction, if two sets of transastion experiment result, it shows that the system preserv
VA A=W andva, qA=y initiates to update database athe data consistency through the synchronization
at replica 1, transactiorvi, q A=y will abort. approach for all replicated sites. Furthermore, it
Transaction/a, o A=y is aborted because we already fix guarantees the consistency since the transaction
the system will choose the first transaction thaken €Xecution is obeyed the one-copy-serializability.
request based on timestamps. After identify which
transaction will be executed, we will fragmentea@ th
database using horizontal and vertical fragmemiatiio
get the instant that we want to update. From T&ble
we can see that,Yq; precede the transaction execution.
Viaqi fragmented into Sand again $is fragmented
into Sprx INstant a will be update. After that, all
replica will commit and unlock.

Handling fragmented database replication is very
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