Journal of Computer Science 7 (8): 1284-1294, 2011
ISSN 1549-3636
© 2011 Science Publications

Evaluating the Performance of Equitable Dominating
based Content Distribution Network Design

Amutharaj Joyson and Radhakrishnan Shanmugasundaram
Department of Computer Science and Engineering
Faculty of Arulmigu Kalasalingam College of Engiriag
Anandnagar, Krishnankoil, Srivilliputtur (Via), TanNadu, India

Abstract: Problem statement: In this study, we considered an efficient andlimi large file content
push problem in a large scale distributed contalitvety networks and investigated the Quality of
Service (QoS) requirements for content distributfe investigated the effect of equitable domirgatin
set in SON formation and how it was useful in rédgcthe redundancyApproach: At first, we
constructed an equitable dominating set based senumerlay network of surrogate servers to form th
logical infrastructure of the CDN by choosing thptimal number of surrogate servers. Then we
proposed a novel Efficient Fault Resilient Replidgorithm (EFRRA) to replicate the content from the
origin server to the dominant set of surrogate essrin an efficient and reliable mannBResults: We
assessed the efficiency and resiliency of the mepdEFRRA algorithm by conducting simulation
experiments and compared its performance withttoedil content replication algorithms stated in the
literature. We extended the simulation experimanemnalyze the role of EDSON in maintaining uniform
CDN utility of above 0.9Conclusion: It also observed that equitable dominating seed&ON was
useful in keeping the average replication timelstabhd much more predictable. We also investigtted
quality of service requirements for the contentritigtion and evaluated the performance of EDSON
based CDN in terms of mean response time, mean @iy, latency and hit ratio percentage.

Key words: Content Distribution Network (CDN), Dominating s&DSON, EFFRA, optimal fast
replica, tornado codes, adjacent vertidesency, replication algorithm, taxonomy, hit
ratio percentage

INTRODUCTION Pathan and Buyya (2007) presented a
comprehensive taxonomy with a broad coverage of

Content Distribution Network (CDN) consists of CDNs in terms of organizational structure, content

many surrogate servers located at different lonatio .. . . . L .
which can be clustered or grouped together to farm distribution mechanisms, request redirection temphes

surrogate server site, so that a client has a gooﬁnd performance measurement methodolpgles. Their
connectivity to at least one of the surrogate sstve SUrveys focused on understanding the existing CiiNs
These surrogate servers have to cooperate with ead®ms of their infrastructure, request-routing
other to enhance the performance of the contenine€chanisms, content replication techniques, load
delivery network and meet the user perceived Qualit balancing and cache management.

of Service (QoS). In this study, we use equitable  Geetha and Vasumathi (2011) presented a survey on
dominating set for selecting the replication set ofcurrent trends and methods in video retrieval widciis
surrogate servers and apply EFRRA content reptinati on research issues such as shot segmentationreag f
algorithm to disseminate the content among theextraction, feature extraction, clustering, indexiand
surrogate servers in the CDN. Performancevideo retrieval-by similarity, probabilistic,
measurement is carried out to estimate the valtdies dransformational, refinement and relevance feedback
performance metrics such as Mean Response Timdhis study assisted the upcoming researchers ifiethie
Latency and hit ratio percentage which gives arpf video retrieval and facilitate them in know abthe
indication of system conditions and used to idgritie  techniques and methods available for video retrieva
factors that influence the design of CDN and its  Malarvizhi Nandagopal and Rhymend Uthariaraj,
performance, assisting the content providers irisgtiet 2011, proposed Multi Criteria Resource Selection
making and achieve load balancing in large systems. (MCRS) algorithm which considered multiple criteria
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such as processing power, workload and networlstate by offloading excess requests to the peetsiao
bandwidth of the resource during resource selection  providing concrete QoS guarantee for a CDN provider
Ramadoss and Rajkumar (2007) outlined the  Amutharaj and Radhakrishnan (2008) constructed a
underlying XML Schema based content descriptiondominating set based overlay network to optimize th
structures of DMAR and proposed a quality metric,number of servers for replication. They investigatige
fidelity to evaluate the expressive power of thexada use of Fast Replica algorithm to reduce the content
annotations. transfer time for replicating the content withineth
Cherksova and Kee (2002) proposed Fast Replicaemantic overlay network and compared its
algorithm to distribute the content, in which a rmse performance with sequential unicast, multiple usica
downloads different parts of the same file fromcontent distribution strategies in terms of content
different servers in parallel. Once all the paftthe file  replication time and delivery ratio.
are received, the user reconstructs the origital by Amutharaj and Radhakrishnan (2010) proposed
reassembling the different parts. EFRRA algorithm which combined the features of both
Lu et al. (2008) proposed a novel content pushfast replica and tornado coding algorithm. It pdms
policy, called TRRR i.e., Tree-Round-Robin-Replicaan efficient and resilient content replication sinlo.
which vyields an efficient and reliable solution for They performed both analytical study and empirical
distributing large files in the content deliverytwerks  study to analyze the performance of EFRRA and
environment. They carried out simulation experirsent proved that EFRRA algorithm outperforms other
to verify TRRR algorithm in small scale and gigorithms in terms of replication time and also
demonstrated that TRRR significantly reduces the fi 3intain the competent delivery ratio.
replication time as cqmpared with _traditiqnal piaic Amutharaj and Radhakrishnan (2010) proposed
such as sequential unicast and multiple unicast. Equitable Dominating Set Based Semantic Overlay
Dominating sets have been used by Han and JIR] twork (EDSON d lied optimal fast i
(2005) in topology control for wireless Ad hoc etwor ( . ) and apphied optimal fast repiica
algorithm to disseminate the content among the

networks. Maet al. (2005) used Dominating sets for . . .
virtual backbone creation in sensor networks. surrogate servers in the EDSON. They investigated t

Liu et al. (2010) proposed a new method called!Se Of EDSON in reducing redundancy.
ATISA (Approximation Two Independent Sets based
Algorithm) for constructing CDS is proposed. The MATERIALS AND METHODS
ATISA has three stages. The first stage is conshgi@a
connected set CS (connected set) and the secagel stgpesign of equitable dominating set based semantic

is constructing a connected dominating set CDSthad overlay network: Semantic Overlay Network ‘G’ can
third stage is pruning the redundant dominatorGDS. be defined as follows:

Liu et al. (2010) presented a taxonomy and general
classification of CDS construction algorithms. Yhe

formed virtual backbone by constructing a ConnecteaG ={v. &} @
Dominating Set (CDS). The CDS of a graph
representing a network has a significant impactann Where V = {\;, V,, V3, .. Vi} be the set of

efficient design of routing algorithms in WSN. They Surrogate servers and E is the set of edges betifleen
also found that a good CDS should be smallSUrrogate server anll purrogate server i.e., E= (W)

additionally, it should have other characteristiash as  SUch that V. V;. Let D be the dominating set of G and
robustness to node failures and low stretch. DOG, the server not in D is adjacent to at least one

. . . surrogate server in D. Hence, all the surrogateeser
o o Joe, L) e, e merr o . Exiabe b
of peer-to-peer and a centralized client-servertargn SEt D IS @ set of r’ dominating vertices in V sno| =
distribution system. r and V\D is the set of all the adjacent verticds o

Pathan and Buyya (2009) presented architecture dominating server set D such that the difference
support peering arrangements between CDNs, based §gtween the degrees of all the vertices in D céferdi
a Virtual Organization (VO) model. They presented autmost by 1. Each vertex v in D has more or lessesa
Quality of Service (QoS)-driven performance modglin number of neighbor nodes which are members of V\D.
approach for peering CDNs in order to predict teeru SO contents are only replicated in the set of gat®
perceived performance. Their approach has th&ervers D which contains ‘I’ surrogate serversess|
provisions for an overloaded CDN to return to anmalr ~ than ‘r’ number of surrogate server's i.@®|<|V|.

r
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Quitable Dominating Set based SON (EDSON)
construction Algorithm:

Step 1. Mark all the vertices of the graph white

Step 2: Select the vertex with the maximal numter o
white neighbors

Step 3: The selected vertex is marked black and its
neighbors are marked gray

Step 4: The algorithm then iteratively scans thaygr
nodes and their white neighbors and selects the
gray node or the pair of nodes (a gray node and
one of its white neighbors), whichever has the
maximal number of white neighbors

Step 5: The selected node or the selected paioaés
is marked black, with their white neighbors
marked gray Fig. 1: Distribution step in EFRRA

Step 6: Once all the vertices are marked gray ackpl
the algorithm terminates. All the black nodes e A distribution list of nodes R = {N ...,N;} to
form a Connected Dominating Set (CDS) which sub file Fhas to be sent on the next step.

Step 7: After forming the CDS, check the degree of « Subfile F.
each vertices of the connected dominating set

Step 8: If the degree of any vertex varies more tiiee  Step 2: Adding fault resiliency to EFRRA: It keeps
then mark that vertex gray and find the suitablethe main structure of the EFRRA replication aldurit

alternate vertex as the member of thepraciically unchanged while adding the desired priyp
dominating set and mark it black. If no of resilience to node failure.

alternate node is found then leave as it is L -
In order to maintain the resiliency, the surrogate

The equitable dominating set formation algorithmserverS in th? netwqu are exchanging the heartbeat
is applied to form the semantic overlay network ofMessages with their origin server. The heartbeat
surrogate servers which are connected logically tdnessages from surrogate servers to their origiveser
provide the logical infrastructure of the CDN, imieh  are augmented with additional information on the
any replication algorithm can replicate the content corresponding algorithm. Once the content is

distributed in the network, the receiver has tmhect

Working principle of EFRRA: A novel algorithm 5| the content from the network in a parallel menn
called EFRRA is proposed for an efficient and faultgg, example, if surrogate server; Nails during

resilient replication of large files in the CDN. Wmng
mechanism of EFRRA can be summarized as follows. |
order to replicate a large file among ‘n’ nodese th
original file is partitioned into ‘n’ sub files adqual size
and each sub file is transferred to a differenteniodthe
group. After that, each node propagates its salidithe . ) -
remaining nodes in the group. Thus instead ofythial surrogate server fails _whep It aCtS as the origin
replication of an entire file to ‘n’ nodes by using ~ Surrogate server N this failure impacts all the
internet paths connecting the original node to theSUrrogate servers in the replication group whicly e
replication group, this replica algorithm exploitgn the replication sub tree rooted in surrogate seyer
diverse internet paths within the replication grauere
each path is used for transferring 1/nth of tre flence, Step 3: Adding resiliency during content collection
the bandwidth requirement is reduced by a factdriof at the receiver:once the entire f||e iS distributed to a”

the surrogate servers in the overlay network of
Step 1: Distribution of content to surrogate serves:  Surrogate servers using stepl then the recipiedée no
As shown in “Fig. 1,” the originator node,Mpens n or client node has to recollect all the sub fileblocks
concurrent network connections to nodes.{N,} and  of the requested file from the overlay network of
sends each recipient node(lll <= i <= n) the following;  surrogate servers in a parallel manner.
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transfer, then this may impact all surrogate sexver
'Nz ...... N, in the network because each node depends
on node N to receive sub file £ In the described
scenario as shown in Fig. 2, surrogate serveiisN
acting as a recipient server in the replication Hea
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be searched on the adjacent surrogate server vidich
\ the member of EDSON and served. If the contenbts n
. available in the adjacent surrogate server then the
Ja > content will be searched in the other surrogateesean
i the EDSON and served. If the content is not avkdlab
in the entire EDSON then it is pulled from origin
server. By default, CDNsim simulates a cooperative
N / push-based CDN infrastructure, where each surrogate

@DF*/ server has knowledge about what content (which has
. i T been proactively pushed to surrogate servers)csech
~_ v ; to all the other surrogate servers. If a user'sies is
e —— missed on a surrogate server, then it is served by
Fi F2 Fy Frt Fa another surrogate server. In this framework, the
CDNsim simulates a CDN with 200 surrogate servers
Fig. 2: Adding resiliency to EFRRA which have been located all over the world. Theadief

size of each surrogate server has been defindtead0t
Recipient node retrieves the original source file  percent of the total bytes of the Web server cdnten
the form of a sequence of ‘k’ encoded packets, galonEach surrogate server in CDNsim is configured to
with additional redundant packets, are transmitiethe  support 1,000 simultaneous connections.
sender and the redundant data can be used to rdostve
source data at the receivers. Here retransmisgitosb  Web server content generator: This Web server
packets will not be needed. In this collection stégp, content generator module includes modelling the fil
EFRRA algorithm maintains resiliency against suateg object, its size and semantic characteristics ssctype
server failure and link outages. of content mentioning static or dynamic. Usually tWe
In the ideal case, when k = m, every surrogateeser server content generator module creates two filés.
N; holds all of m sub-files of original file F and first one is the graph and the second one recdrés t
reorganizes them to form the Original file F in tbeal ~ produced communities.
node. When the user requests file F from the odgmver,
the request will be redirected to one surrogateesén the ~ Client request stream generator and network

list {N 1, N... Nm} and download the whole file F. topology generator: This captures the main
characteristics of Web users’ behaviour and bailt-i

Simulation test bed and performance measurement: network topology generator to generate AS, Random,
We used the simulation tool CDNsim developed by K.Transit_Stub and Waxman topologies. In this stuay,
Stamoset al., (2010) to create and customize thehave generated a maximum of 1 million users’ retpues
simulation environment named EDSONCDN which and each request is for a single object. We consiide
includes the following five modules. the requests arrive according to a Poisson digiibu
EDSON based CDN model: To evaluate the with rate equal to 30. Then, the Web users’ reguast
performance of the proposed EDSONCDN simulationassigned to CDN'’s surrogate servers taking int@uaaic
environment developed using the simulation toolthe network proximity and the surrogate serversid|o
CDNsim, which simulates a main CDN infrastructure which is the typical way followed by CDNs’ provider
based on equitable dominating set and is implerdenteFinally, concerning the network topology, we used a
in the C programming language. In EDSON basedAS-level Internet topology with a total of 3,037des.
CDN infrastructure where surrogate servers arerThis topology captures a realistic Internet topgldxy
logically connected based on equitable dominatingising BGP routing data collected from a set of seve
semantic overlay network. So all the surrogateessrv geographically dispersed BGP peers.
are either member of dominated semantic overlay
network of surrogate servers or member of adjacenContent distribution algorithm simulator:  This
surrogate server set which is one hop connecteld witContent Distribution Algorithm Simulator module is
the EDSON. Each surrogate server maintains theeveloped in OMNET++ to simulate the working of
neighbourhood information and knowledge about thecontent replication algorithm. It collects the eatfile
file objects stored in all the other surrogate sesv object and its semantic information from the origin
If user's request is missed on a surrogate servegerver, maintains the neighborhood information,
which is not a member of EDSON then the contentt wil decision making logic and disseminates the object
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according to the content replication algorithmshsas  Timegisyibution= Size (F) / (nxB) 3)

sequential unicast, multiple unicast, fast replica,

Resilient Fast Replica and Optimal Fast Replica,-l-imec tection= Size (F) / (NxB) @)
ollection

Tornado Codes and EFRRA.

Account manager: Account manager module is Performance of content distribution algorithms in
developed in the simulation test bed using OMNET,T++an ‘n’ server semantic overlay network: Time taken
used to capture the traffic information at each every ~ for distributing the content over the Semantic Gaser
moment and maintain the trace files and logs. Thege Network by different content distribution algoriterare
information contains the number of file objectsrstbin ~ Presented in Table 2. Therefore, Replication Time
the surrogate servers, number of blocks generatedgd ~ Proportion of different content distribution algtwins
block level replication, number of packets lostidgr ~Can be expressed as follows:

transmission, number of redundant blocks generated

transmitted and time of initiation, time taken éach the  Times, :Time, :Timgg :Timg ¢, “TiMe, ¢

destination etc. These log information can be sethe - TiMerc - TiM&, (5)
account manager to compute the Quality of Servicd'2/n:(" m/m=/n:

metrics such as net utility, mean surrogate serve_§(2k;721/;+nc)lj)n

utilization, average content replication time, defy '

ratio, reception efficiency, mean response timtnlay

and hit ratio percentage Where: .

' n = total number of surrogate servers in the
CDN network simulation setup: The distribution and replication set . _ o
arrangement of servers, routers and clients in th&» = Number of surrogate servers in which repligatio
network affects the performance of the CDN ( Table of contents carried out

Different network backbone types result in diffaren k Number of redundant blocks generated
“neighbourhoods” of the network elements. Therefore
the redirection of the requests and ultimately theP
distribution of the content are affected. In CDNsim _ . A .
simulation test bed, there are four different nekwo eqwtabl.e dor_nlnatmg se_t b_ased Sem‘?‘”“c overla‘y,
backbone flavours: AS, Waxman, Transit stub and'€Work: Equitable Dominating set D is a set of 'r
Random. Each of them contains 3037, 1000, 1008 angominating surrogate servers in surrogate serviewse
1000 routers respectively. The routers retransmifnd V\D is the set of all the adjacent vertices of
network packets using the TCP/IP protocol betwéen t dominating node set D such that the difference eetw
clients and the CDN. All the network phenomena suchlegree of all the vertices in D can differ utmogtlb
as bottlenecks and network delays, packet routingeach vertex ‘v’ in V has more or less same number o
protocols, content distribution policies, EDSON neighbor nodes which are members of the adjacent
formation mechanism are simulated. servers set V\D. So contents are only replicatethén

RESULTS AND DISCUSSION equitable dominated_set_ of surro_gafef servers [Raaist

of V. Suppose Cardinality of D is ‘r' or a valueste

Analytical study: Let Timg denote the transfer time of than r’ then the contents will be replicated imatst ‘r’
file F from the origin server )\to surrogate server;lds  number of surrogate servers which is always leas th
measured at NAverage replication time is considered ‘n’. i.e.,, |D|<|v| .
as a performance measure to evaluate the perfoemantherefore, Replication Time proportion of different
of content replication algorithm. content distribution algorithms such as sequential
unicast, multiple unicast, Fast Replica (FR), Rexsil
Fast Replica(R-FR) and Optimal Fast Replica (O-FR),
Tornado Codes and EFRRA in EDSON can be
expressed as follows:

erformance of content distribution algorithms in

Average replication time:
Time,,, =1/n*Y '~ Time )

In idealistic setting all the nodes and links are
homogeneous and let each node can support ‘n’ netwo r:1:2/r:(2+ m/r)*1/r:((k+ r)/r*r*k)
connections to other nodes at B bytes/sec. Then: :2*c/r:2+c)/n
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Performance of different content distribution
schemes in SON in terms of average replication

time: We experimented with 12 different sized files

Table 1: Technical specification of CDNSim simusatienvironment

Simulation parameters Specification
Network topology AS, WAXMAN,
Transit_Stub, Random
SON, DSON, EDSON

Surrogate server
Cooperation mechanisms used

Number of surrogate 200
Servers

Number of clients 100000
Website size 1GB
Number of file objects in

website 50000
Max. Number of requests 1000000
Link speed 1Gbps

QoS parameters measured
at surrogate server Average replication time,
Delivery ratio, Reception
efficiency, Encoding
time and Decoding time
QoS Parameters measured at client side Mean Respons,

Mean CDN Utility,

Latency,

Hit ratio percentage.

Table 2: Content distribution times of differeintent distribution
algorithms

Algorithm Content distribution time ¢)

Sequential unicast
Multiple unicast

n* Size (F)/ B
Size (F)/ B

Fast replica 2 x Size (F) / (nxB)
Resilient fast replica without
Node failure 2 x Size (F)/ (nxB)

Resilient fast replica with
Failure of ‘m’ servers
Optimal fast replica
Tornado codes

(2+m/n) * Size (F) / (nxB)
((k+n) / n*n*k ) * Size (FB
2*c/ n* Size (F)/ B

EFRRA (2+c)/n*Size (F)/B
Average replication time analysis
80
75 A
~— 70 1 —+— Sequential unicast I
3 23 ] m— Multiple unicast
E 55 Fastreplica
& ig ] R-FR with 'm' node failure
é 40 4 —#*— Optimal fastreplica
= 35 | —e— Tornadocodes "
Z 30 /
?3. 05 —+— EFRRA
=20
2 15
o 10 A
Z 5
] - ,-.:'
008 28 € s 89098 g ¢
222222232332 3
= o = =+ — v s
File Size
Fig. 3:Average content replication times for vasgo

schemes

100 KB, 750 KB, 1.5 MB, 3 MB, 4.5 MB, 6 MB, 7.5
MB, 9 MB, 36 MB, 54 MB, 72 MB, 128 MB in the
SON based CDN infrastructure.

Figure 3 shows the average replication time
measured by different individual surrogate serviers
different file sizes of 100 and 750 KB, 1.5, 3,,457.5,

9, 36, 54, 72 and 128 MB when SON based replication
set of surrogate servers. High variability of agera
replication time under Multiple and Sequential Noast

is identified for larger file sizes. Average -cortten
replication time of EFRRA algorithm across largke fi
sizes in SON based replication set is much mofaesta
and predictable. Hence, EFRRA algorithm outperforms
all the traditional content distribution schemes.

Performance of EFRRA algorithm during
Surrogate Server Failure: The delivery ratio is
defined as the ratio of the number of data packets
successfully received by the recipient surrogateese

to the number of data packets sent by the source
surrogate server. The worst case delivery ratio of
different content distribution schemes such as
sequential unicast, multiple unicast, fast repke,
Resilient fast replica(R-FR), Optimal Fast Repl@a(
FR), Tornado Codes and EFRRA Content Distribution
algorithms when the number of simultaneous suregat
server failures in the CDN has been analyzed and it
performance is shown in Fig. 4. From the delivextyor
analysis shown in Fig. 4, we found that the deliver
ratio of EFRRA algorithm is consistent during the
surrogate server failure.

Delivery ratio of traditional algorithms such as
Fast Replica (FR), Resilient Fast Replica (R-FR),
Optimal Fast Replica (O-FR) and Tornado Codes
degrades gracefully with respect to surrogate serve
failure. It is also observed that delivery ratio of
Sequential Unicast and Multiple Unicast content
distribution algorithms are degrades drasticallyhwi
respect to surrogate server failure.

Delivery ratio during surrogate server failure

0.9
0.8
0.7
0.6
0.5
04
0.3
02
0.1

Delivery ratio

0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
Surrogate server failure fraction

—— Sequential unicast —=— Multipleunicast—— Fastreplica
Resilient fast replica ——Optimal fast replica—s— Tornado codes

—— EFRRA

Fig. 4: Delivery ratio during surrogate server ded

1289



J. Computer i, 7 (8): 1284-1294, 2011

(or) packets and the total number of distinct dddeks
received before the reconstruction phase. Second
component is the distinctness efficiency which oegg

the loss in efficiency due to the reception of mnt
packets usually caused due to the addition ofieasy

in content collection step of EFRRA algorithm. So
distinctness efficiency is defined as the ratiowsen

- Tomado codes the total number of distinct blocks received at the
s EFRRA receiver and the total number of packets receivetdea
receiver. Reception efficiency is measured for both
tornado codes and EFRRA algorithms by the account
= manager module and their comparison is depicted in
| Fiesiz ‘ Fig. 5. It is observed that reception efficiency of
EFRRA is better than the reception efficiency of

Fig. 5:Reception  Efficiency Comparison betweentornado Codes algorithm.
Tornado and EFRRA

Receptionefficiency comparisonbetween Tomado and EFRRA

e =
in oy o~ w o

Reception efficiency
o
'S

o o o
—_ o

=3

=

750 KR
1.5 MB
3MB
4.5MB
5 ME
9 MB.
36 MB
54 MB
72 MB
128 MR

100 KR

Encoding and Decoding times of Tornado code and

Table 3: Encoding/decoding times of tornado and EAR EFRRA: Tornado codes and EFRRA content replication

strategies produce a total of ‘n’ encoded packets fa k

Tornado codes EFRRA packet source. To reconstruct the source datas it i

File Size  Encoding Decoding  Encoding  Decoding N€Ce€ssary to recovefk packets frqm the total ‘_n’
time time time time encoding packets, whefe> 1. Encoding and decoding
(in ms) (in ms) (in ms) (in ms) times in the idealistic setting is shown in the [€eh

100 KB 0.09 0.14 NIL 0.13

750 KB 0.25 0.25 022  Encoding time = (k + ¢) In (X&). P

1.5 MB 0.32 0.36 0.24

3 MB 0.46 0.58 054  Decoding time = (k + ¢) In (X&). P

4.5 MB 0.59 0.79 0.73

6 MB 0.76 0.96 0.88 .

7.5 MB 1.27 1.32 1.12 Where: . .

9 MB 295 2.49 127 P = Size of the encoding packet

36 MB 4.32 4.36 223 k = Number of data blocks in source

54 MB 7.56 7.42 432 ¢ = Number of redundant data blocks

72 MB 12.83 11.83 1032 ¢ = Stretch factor

128 MB 18.94 16.47 11.23

In Tornado Codes, an entire file is fragmentetbin
Performance Comparison between Tornado code a ‘k’ packets or blocks of equal size and encodéexo
and EFRRA in terms of Reception Efficiency: ‘n’ encoded packets where =2 such that A is the
Tornado and EFRRA algorithms are implementedength of the symbol. A random set of blocks ofila f
based on digital foundation strategy to distribthie  will be replicated in multiple surrogate serversiring
content over the SON. First we split the entire f  content collection, the receiver can run the Toonad
into a set of 'k’ data blocks or packets and predaset decoding algorithm in real-time as the encodingpts
of ‘c’ redundant blocks or packets for a total efck  arrive and reconstruct the original file as soonitas
encoding packets all of a fixed size P. Here nkaiked  determines that sufficiently many packets havevedi
the stretch factor. Decoding time in the collectgiap  But, in EFRRA content replication strategy, thee fil
is proportional to k(1+x).P where P is the sizettd  fragments Fs are distributed to a list of surrogate
data block or packet and x is the number of sodata ~ servers i.e., R = {N N,,... Ny} based on round robin
blocks not received by the receiving surrogate eserv fashion. Hence, no need for encoding the file fragts
and which therefore must be restituted or reconstds  during distribution. But the receiver has to rure th
from the redundant data received. decoding algorithm to reassemble the file fragmeats

Reception efficiency of a receiving surrogate form the original file F. Encoding and Decoding ¢irof

server can be defined as the ratio between thé totdornado Codes and EFRRA content replication
number of source data blocks or packets sent by thetrategies are measured using the information @ail
sender and total number of data blocks receivedreef With the log file and tabulated in Table 3.
reconstruction at receiver. It contains two compuse
First is the decoding efficiency which can be defiras Analyze the impact of equitable dominating set
the ratio between the total number of source diateke  based SON in CDN constructionWe constructed the
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logical infrastructure of the content distributioetwork It is observed that Mean CDN Utility {ldan) is
using different overlay construction methodologiesuniform in the Equitable Dominating Set based
such as Semantic Overlay Network (SON), DominatingSemantic Overlay Network based CDN of surrogate
set based Semantic Overlay Network (DSON) ancervers. This is depicted in Fig. 8.
Equitable Dominating set based Semantic Overlay
Network (EDSON) and analyzed their performance inMean response time vs file sizeVlean Response Time
terms of number of surrogate servers in which thds defined as the expected time for a request to be
content is replicated instead of original number ofsatisfied. It is the summation of all requests’ éan
surrogate servers. It is also observed that edaitabdivided by their quantity. This measure expresses t
dominating set based Semantic Overlay Network argisers’ waiting time in order to serve their reqsest
useful in reducing the average number of surrogatgower values indicate fast served content. The alver
servers for content replication to 55 percentagdess. response time consists of many components, namely,
Hence, EDSON based CDN contains lesser number g\ g delay, TCP setup delay, network delay between
rDeggcﬁbZizsgD?\lomrgg?gdteo igngianailseg CDN anﬂwe user and the server, object transmission delay,
’ P 9-© encoding and decoding times of block level repiat
and so on. Our response time definition impliestthal
delay due to all the aforementioned components. We
analyzed the Mean Response Time experienced by the
Jisers to download different sized files in SON, D8O
and EDSON based CDN is depicted in Fig. 9.

Performance of EFRRA algorithm in SON, DSON
and EDSON: We measured the average replication
time of EFRRA to replicate the different sized Silm
the SON, DSON and EDSON and the performanc
graph is depicted in Fig. 7. It is observed thagrage

replication time of EFRRA is very less in EDSON Mean response time vs number of clientsit is

based replication set. observed that when client number increases in a
network the mean response time always increasds. Bu
Analyze the role of Equitable Dominating Set in  the mean response time in EDSON based CDN is
surrogate server utilization: CDN utility is the mean uniform and is always less than the mean respaomse t
of the individual net utilities of each surrogagever in  in DSON based CDN and SON based CDN which is

a CDN. Net utility is a value that expresses tHatien ~ depicted in Fig. 10.
between the number of bytes of the served content

. Mean response time and number of requests:
ag_a!nst thethnumber of ?ytes of theNputII(LaJ(:.I_ctoAntg;mf Another finding is, when number of clients is fixeda
origin or other surrogate servers. Net Ultility;(0f a network and the number of requests increases tien t

surrogate server can be given by the formula. mean response time of EDSON based content
U, =2/M *acrtanfr ) (7)  distribution network is always less than DSON based

) and SON based CDN which is depicted in Fig. 11.
a- ratio between uploaded bytes to downloaded bytes.

The resulting utility value ranges to [0..1]. Latency Vs. file size:Latency is defined as the interval
The value Wcan be between the time the user requests for certaineoont
U; = 1 if the surrogate server uploads the content and the time at which it appears in the user browse

U; = 0 if the surrogate server downloads the content

X is available at client machine. The end user peecki
U; = 0.5 if upload and downloads are equal

latencyis a useful metric to select the suitable surrogate

for that user. In our CDN system, each CDN node

determines its set of neighbors using latency

information. However, different file sizes havefdient

latencies and web objects can essentially be okaey

=1/n*Y""u; 8) Hence, we need techniques to estimate the lateficy o
= downloading an object as a function of file sizéngs

We investigated the use of different overlayonly a limited number of probes. Fortunately, our
construction methodologies such as Semantic Overlajneasurements show that the average network latefncy
Network (SON), Dominating set based SON (DSON)downloading a file is roughly proportional to itzes
and Equitable Dominating Set based SON (EDSON) inwhen the file size is between 100KB and 128 MB and
terms of Mean CDN Utility. is depicted in Fig. 12.

1291

We evaluate the performance of CDN in terms o
Mean CDN Utility (Ugeany Which can be computed
using the following formula.

U

Mean
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Impact of equitable dominating based SON in CDN Con Mean response time Vs file size
stmetion 700 7 © Mean response time in SON based CDN
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Fig. 6: Reduction in replication set due to the attpof Fig. 9: Mean response time and file size

equitable dominating set in CDN formation

Mean response time Vs number of clients

=
Q
. Performance of EFRRA in SON, DSON and EDSON é
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§ 20 1 —+ Average replication time of EFFRA in SON 2
‘E’ = Average replication time of EFRRA in DSON  /, i
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Fig. 10: Mean response time and number of clients

Fig. 7: Performance of EFRRA in SON, DSON and

EDSON Mean response time Vs number of requests
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Fig. 8: Construction of SON Vs Mean CDN Utility Fig.11: Mean response time and number of requests

1292



J. Computer Sci., 7 (8):

Latency Vs file size

8 Latency in SON based CDN

® Latency in DSON based CDN
° Latency in EDSON baseﬁi CDN

7007
600

5001
4007

Latency (in ms})

20017
100

100KB
T50KB
1.5 MB
3MB
4.5MB
oMB
9MB
18MB
30MB
54MB
T2MB
128MB

File size

Fig. 12: Latency and file size

Number of requests and hit ratio percentage
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Fig. 13: Number of requests and hit ratio percesmtag

Number of requests Vs hit ratio percentage:
Generally surrogate servers serve contents toligets
from its cache. Hit ratio percentage is the ragtween
the number of contents a surrogate is serving had t
number of content request it is receiving. A high h
ratio indicates an effective cache management yolic
content distribution policy and surrogate server

cooperation. It improves network performance and

bandwidth saving. From Fig. 13, we can see that fo
particular number of request, hit ratio percentage
EDSON based CDN is always higher than hit ratio

percentages of DSON based CDN and SON based

CDN. Also in EDSON based CDN infrastructure most
of the time the surrogates are able to serve thees,

as load
surrogates, so redirection probability is less.

But in DSON and SON based CDN request
redirection probability is higher and in worst case
may happen that there is no requested content in
surrogate. So the surrogate redirects the requests
other surrogates that have those contents or soeeti
to the origin server itself.

is almost equally balanced among the

1284-1294, 2011

CONCLUSION

In this study, first we constructed equitable
dominating set based semantic overlay network
(EDSON) of surrogate servers and applied EFRRA
content replication algorithms for replicating ttentent
from the origin server to a set of surrogate setver

Both analytical study and empirical study were
carried out to analyze the performance of the aunte
distribution algorithms.

The effect of equitable dominating set in SON
formation and how it was useful in reducing the
redundancy was investigated. It is also observed th
equitable dominating set based SON is useful in
keeping the average replication time stable andhmuc
more predictable and further noticed that Mean CDN
Utility is uniform. We evaluated the performance of
EDSON based CDN in terms of Mean Response Time,
Latency and hit ratio percentage. Our future work
includes design of virtual organization based pegri
of cooperative and coordinated CDNs and evaluation
of its performance.
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