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Abstract: Problem statement: In this study researchers introduced a fuzzy tiemes model depending

on fuzzy clustering to solve the problem in whitle tmembership values are assumed as Song and
Chissom model and to increase the performancezaf/ftime series modehpproach: Proposed model
employed seven main procedures in time-invariaztyfuime-series and time-variant fuzzy time series
models. In the first step: clustering data, in #e&zond step: determine membership values for each
cluster, the third step: define the universe ofdalisse, in the fourth step: partition universatlsicourse

into equal intervals, in the fifth step: fuzzifyetthistorical data, in the sixth step: build fuzpgit
relationships and the last step: calculate foredasttputs to increase the performance of the gexpo
fuzzy time series modeResults: From the evaluations, the proposed model canduiithprove the
forecasting results than the other modebnclusion: The proposed model is a good model for
forecasting values. Selecting membership functibbased on fuzzy clustering offers an alternative
approach to let the data determine the natureeofrittmbership functions. Our results showed that thi
approach can lead to satisfactory performanceutayftime series.
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INTRODUCTION forecasting accuracy. Each value (observation) is

represented by a fuzzy set. The transition between
pnsecutive values is taken into account in order t
odel the time series data.

The forecast accuracy is compared by using
Normalized Root Mean Square Error (NRMSE). The
Normalized Root Mean Square Error (NRMSE), in
statistic is the square root of the sum of the sepha

Song and Chissom (1993a) presented the conce
of fuzzy time series based on the historical emeiits
of the University of Alabama. They presented tieeti
invariant fuzzy time series model and the time-asatri
fuzzy time series model based on the fuzzy setrtheo

for forecasting the enrollments of the University o deviations between actual and predicted valuesiéivi

Alabama. .
. by the sum of the square of actual values:
The fuzzy forecasting methods can forecast they q

data with linguistic values. Fuzzy time series di n

need to turn a non-stationary series into a station ZN:(actuaJ— predigt?)

series and do not require more historical datagalon NRMSE= |12 (1)
with some assumptions like normality postulates. > (actua]

Although fuzzy forecasting methods are suitable for i=1

incomplete data situations, their performance i$ no

always satisfactory (Kirchgassner and Wolters, 2007Fuzzy Clustering (FCMI): Fuzzy C Mean iterative

Palit and Popovic, 2005). assume the existence of pattern space X = {x1, x2,...
The proposed fuzzy time series model is introduce&m) and ¢ fuzzy clusters, whose centers have Initia

to handle forecasting problems and improvingvalues y10, y20,...,yc0. Every iteration the membigrsh
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function values updated and the cluster centers. alsdiscourse defined by the fuzzy set fi (t). If Fig)a
The process terminates when the difference betweerpllection of f1(t), f2(t)... then F(t) is definex a fuzzy
two consecutive clusters centers do not exceedengi time-seriesonY (t) (t=...,0,1, 2,...).
tolerance (Friedman and Kandel, 1999).
Definition 2 (FTSR9): If there exists a fuzzy logical
Step 1. Determine the number of all iteration N, At relationship R(t-1, t), such that F(t) = F(t-1) %R, t),
iteration k = 0, initialize y=yj, 1< i<c where “x” represents an operation, then F(t) isl $ai
Step 2: For I<i<c and ¥ j<m: be induced by F(t-1). The logical relationship bextw
F(t) and F(t-1) is:
di? =[x x| @
F(t-1)- F(t)
Step 3: For Xi=c and F<m: Definition 3 (FLR): Suppose F(t-1) = Ai and F(t) = Aj.
. The relationship between two consecutive obsematio
o (g )¢ F(t) and F(t-1), referred to as a fuzzy logical
( ] ®) relationship, can be denoted by:

A - A
Step 4. If d{ =0 for I=l,, setX{ =1 and X{“ =0 for

loj

all i #lo, for 1< i < ¢ update the cluster centers Where: .
by: A; = Called the Left-Hand Side (LHS)

A; = The Right-Hand Side (RHS) of the FLR

ngk)xi Definition 4: (FLRG) all fuzzy logical relationships in
== (4) the training dataset can be grouped together into
DX different fuzzy logical relationship groups accoglito
1= the same Left-Hand Sides of the fuzzy logical
relationship. For example, there are two fuzzy dadi
Step 5: If: relationships with the same Left-Hand Side){(4; —
s Aj and A-Ap. These two fuzz_y Iogica! relat_ionships
|:iyi(k+l) _yi(k)2:| <s (5) can be grouped into a fuzzy logical relationshipugr.
i=1

A-ApAp

Set y, =y for I<i<c; X, =X for I<i<c - -
. Definition 5 (IFTS and VFTYS): Assume that F(t) is a
~ and Kj=m and stop. _ fuzzy time-series and F(t) is caused by F(t-1) caiy
Step 6: If k = N then stop else k = k + 1 and go to F(t) = F (1) x R (t-1, t). For any t, if R (t-1) is
Step 2. independent of t, then F(t) is named a time-invaria

. . _ fuzzy time-series, otherwise a time-variant fuziryet
Fuzzy time series. Song and Chissom (1993b) garies.

presented the concept of fuzzy time series basetieon Song and Chissom (1993a) employed five main
historical enrollments of the University of Alabama procedures in time-invariant fuzzy time-series -
Fuzzy time series used to handle forecasting pnehle | iant fuzzy time series models as follows:

They presented the time-invariant fuzzy time series

model and the time-variant fuzzy time series modebefine the universe of discourse U: Define the
based on the fuzzy set theory for forecasting theniverse of discourse for the observations. Aceaydod

enrollments of the University of Alabama. The yo issye domain, the universe of discourse for
definitions and processes of the fuzzy time-seriegservations is defined as:

presented by Song and Chissom (1993a) are described
as follows (Liu, 2007; Huarng, 2001). U = [Dpin - D1, Dmax + D2] (6)

Definition 1 (FTS): Assume Y () (t=..0, 1, 2,...) is a Where: o
subset of a real numbers. Let Y (t) is the univasse Dmin = The minimum value
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Dmax = The maximum value Step 2: Determine membership values for each
D;and B = The positive real numbers to divide the cluster: In this step, membership values is determining
U into n equal length intervals after doing fuzzy cluster. The proposed model, thie

membership values according to the forecastingegalu
Partition universal of discourse U into equal
intervals: After the length of the intervals, is Step 3: Define the universe of discourse U: In this
determined, the U can be partitioned into equadtlen step, the proposed model defines the universe of
intervals y, W,...,U. discourse as Song and Chissom (1993b) were defined
as Eq. 6.
Define the linguistic terms. Each linguistic
observation, A can be defined by the intervals, u Step 4: Partition universal of discourse U into equal
Up,...,U, as follows: intervals: According to this step, the proposed model,
partition the universe of discourse into c intesval
1,05

A, = 05 1 405 o< ke - 1 @) Step 5: Fuzzify the historical data: In this step,
Y o proposed model fuzzufy historical data, where the
Una Un proposed model determine the best fuzzy clusteath
actual data.
Fuzzify the historical data: Each historical data can be
fuzzified into a fuzzy set. Step 6: Build fuzzy logic relationships. Proposed

model in this step build fuzzy logic relationshis a
Build fuzzy logic relationships: Build fuzzy logic  Definition 3. if F(t-1) = A and F(t) = A then the
relationships. Two consecutive fuzzy setgt-A)and relationship between two consecutive observations:
A(t) can be established into a single FLR as A;.

Ai — A ()
MATERIALSAND METHODS

Proposed model: we introduce a proposed fuzzy time Step 7: (_Zalculateforecasted outputs: Pr(_)posed_ mod_el
series model depend on fuzzy clustering. Most Offorecastlng values basgd on fuz;y Iog|c. relqthmsm
authors in fuzzy time series field took the samehpa Ai—A; then the forecasting value is the midpoint pf A
according to processes of the fuzzy time-series¢chwh

are presented by Song and Chissom (1993a), but we RESULT AND DISCUSSION

introduce this novel model to solve the problem in

which the membership values are assumed as Song apdpirical study: Previous studies on fuzzy time series

Chissom model and this membership values have agien used the enrollments data at the University o

important role in the forecasting values. Proposetyjahama as the forecasting target in many forewgsti
model employed seven main procedures in timesxt,dies.

invariant fuzzy time-series and time-variant fuzirzye Based on the enroliments of the University of
series models as follows: Alabama from 1971-1992, we can get the universe of

discourse U = [13055, 16919], partition U into 7ual
Step 1. Cluster data into ¢ clusters: Apply fuzzy intervals, Q = 31 and R = 55. Hence, the intervals are:
clustering on a time series Y(t) with n observatton
cluster this time series into c&n) clusters. FCMI is
used because it is the most popular one and weivkn
in fuzzy clustering field:

Uy, Up; Us; Us, Us; Us, Uy

Where:

) . o _ u; = [13024, 13588]
At iteration k= O,initializey = y , ¥ i< ®) U, = [13588, 14153]
Yo = Dmin/ (10 * i) Uy = [14153, 14717]

u, = [14717,15281]
Where: us = [15281, 15845]
Duin = The minimum value Us = [15845, 16410]
C = The number of clusters U, = [16410, 16974]
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Table 1: Data of enroliments of the University ddBbama 30000
Years Actual Fuzzy set 35000
1971 13055 A z - —
2 — AcTua
ig;g iggg? A éf 20000 — Jilani and Burney (2008)
A £ i Tsaur er al, (2005)
1974 14696 A 5 15000 1 Yu (2005)
o7 15400 8 : ' - g Gl
1976 15311 A = i Bhogosd
1977 15603 A i
1978 15861 A ; ;
1979 16807 A i AR —
1980 16919 A CSECE2ER2% 52
1981 16388 A s2azEzazaaaz
1982 13055 A Years
1983 13563 A
1984 13867 A _ _ _
1985 14696 A Fig. 2 Comparisons of the forecasting results of
1986 15460 A different models
1987 15311 A
1988 15603 A
1989 15861 A 03
1990 16807 A
1991 16919 A o —
1992 16388 A 02
502
z
Years | Values Linguistic |Forecastsh | Linguisti gi‘ SRR
1971 |13055 A() 13159[1.0/ul 7+0.0/ul8+0.0/ul!
1972 13563 AQ) 13159|1.0/ul 7+0.0/u18+0.0m19 0.1
No. Cluster | 7 1973 [13867  |A@) 13729|1.0/u17+0.0/18+0.0/u19
. 1974 14696 A(3) 14700|'ul7+0.01/ul8+0.01/ul9 0.05
Rjleratiog 100 1975 [15460 _ |A(S) 15708 70 0L/ul8-+0.02/al9+] o
Tolerance ’W 1976 15311 A(5) 15708|.7+0.01/ul8+0.02/ul9+]1 9 m ’_‘ ,—‘ ’_| ||
Bt E;; ii:zi :((2 E:ﬁz ;:EE::EEE;:EE Jilani an}i T’saurrsz. Yu(2005) Cheneral Huamg(2001) Proposed
o 1o 1979 16807 A 16832|.7+0.7L/ul18+0.78/ul9+{ Bumey (2008) (2005) M d(:;?OSJ
1980 16919 A(D 16832|.7+0.7L/ul18+0.78/ul9+{ Aodels
1981 |16388 A6) 16316|.7+0.02/ul8+0.09/ul9+
1982 13055 A() 13159|1.0/ul 7+0.0/ul8+0.0/m19
el iasT a0) Timss ol i0 00 oS Fig. 3: Comparisons NRMSE of different models
1985 14696 A3) 14700|ul7+0.01/ul8+0.01/ul9
1986 |15460 A(5) 15708 7+O.l31/u18+0.02/u19:],ﬂ
- ’ The forecasting value for year 1971 is 13159 while
L5 ‘ L] ‘ s =4 ‘ the actual value was 13055. Figure 1 shows linguist
terms and forecasting values deduced by proposed
model.
Fig. 1: Forecasting enrollments of the University o~ T1his study uses the same data to evaluate the
Alabama by proposed model proposed model and compare with other methods. The

forecasting values for (Jilani and Burney, 2008
Table 1 lists the enrollment of the University of Tsaur et al., 2005; Yu, 2005; Cheret al., 2008;
Alabama from 1971-1992, linguistic value for eachChenget al., 2008) and our proposed model are given

observation and fuzzy set as Eq. 7. for comparison purpose in Table 2. By using linasth
The forecasted value for each year is a fuzzy sethe comparison of the forecasting results betwheret
A;, which is defined by: models in Fig. 2.
The NRMSE in (Jilani and Burney, 2008) is
A=+ R @ @@ 0.0171, in (Tsauet al., 2005) is 0.0393, in (Yu, 2005)
A =05,1,05 0,0, 0, 0 is 0.0349, in (Chemt al., 2008) is 0.2955, in (Huarng,
U e e 2001) is 0.0332 and in proposed model is 0.0158mFr
the evaluations, the proposed model can further
A, :UQ+UQ +T0+v0 Jr%SWL%ls +%E improve the forecasting results than the other rhode
NN Figure 3 shows the comparisons by NRMSE of
A =u%+ﬁ02+u%+u*?+@0+%5+% different models.
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Table 2: Comparisons of the forecasting resuliféérent models

Year Actual Jilani and Burney (2008) Tsatial. (2005) Yu (2005) Cheet al. (2008) Huarng (2001) Proposed
1971 13055 13489 13588 13645 0 13588 13159
1972 13563 13489 13588 13645 0 13588 13159
1973 13867 13859 14435 14435 14474 14435 13729
1974 14696 14424 15563 15563 14333 15563 14700
1975 15460 15553 15845 15805 19361 15751 15708
1976 15311 15553 15845 15805 24438 15751 15708
1977 15603 15553 15845 15805 25018 15751 15708
1978 15861 16118 14999 15563 20100 15563 16316
1979 16807 16499 16410 16353 17008 16410 16832
1980 16919 16499 16410 16353 18410 16410 16832
1981 16388 16118 14999 15563 17533 15563 16316
1982 13055 13489 13588 13645 16670 13588 13159
1983 13563 13489 13588 13645 17704 13588 13159
1984 13867 13859 14435 14435 14474 14435 13729
1985 14696 14424 15563 15563 14333 15563 14700
1986 15460 15553 15845 15805 19361 15751 15708
1987 15311 15553 15845 15805 24438 15751 15708
1988 15603 15553 15845 15805 25018 15751 15708
1989 15861 16118 14999 15563 20100 15563 16316
1990 16807 16499 16410 16353 17008 16410 16832
1991 16919 16499 16410 16353 18410 16410 16832
1992 16388 16118 16410 15563 17533 15563 16316
NRMSE 0.0171 0.0393 0.0349 0.2955 0.0332 0.0158
CONCLUSION Huarng, K., 2001. Effective lengths of intervals to

improve forecasting in fuzzy time series. Fuzzy

A novel fuzzy time series method based on fuzzy  Sets Syst., 123: 387-394.
clustering has been proposed. The method of FCMI idilani, T.A. and S. Burney, 2008. Multivariate
integrated in the processes of fuzzy time series to Stochastic fuzzy forecasting models. Exp. Syst.

partition datasets. Experimental results on enreiits Appli., 35: 691-700. DOL:
at the University of Alabama and the comparisorhwit _ 10.1016/j.eswa.2007.07.014 _
other models: (Jilani and Burney, 2008: Tsauml., Kirchgassner, G. and J. Wolters, 2007. Introductimn

. . . Modern Time Series Analysis. Springer-Verlag,
2005; Yu, 2005; Cheet al., 2008; Huarng, 2001) show ; ;
from results that the proposed model is a good iode Berlin, ~ Germany, ISBN: 978-3-540-73290-7,

. pp: 153.
for f%recas_tmg values. . , Liu, H.T., 2007. An improved fuzzy time series
electing membership functions based on fuzzy forecasting method using trapezoidal fuzzy

clustering offers an alternative approach to let data numbers. Fuzzy Optim. Dec. Mak., 6: 63-80. DOI:

determine the nature of the membership functions. 10.1007/s10700-006-0025-9
Our results show that this approach can lead @it AK. and D. Popovic, 2005. Computational
satisfactory performance for fuzzy time series. Intelligence in Time Series Forecasting Theory and
Engineering Applications. Springer-Verlag,
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