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Abstract: Problem statement: This study presented algorithms to detect moutimfrcolor and
intensity imagesApproach: First, this algorithm detected the face regiorihe image and extracts
intensity valleys from the face region. Next, thgoaithm extracted iris candidates from the valleys
and computed the costs for each pair of iris caatdi&l Finally, a pair of iris candidates was selkets
irises by using the computed costs. Projection dasethod had been used to detect mouth
corresponding to irises locatioResults: By experiment, the proposed algorithm detected 80%all
mouth region for South East Asian database and 7@%European databas€onclusion: The
algorithm was considered successful to detect mdethction under variation of pose, illumination
and orientation. For future improvement, more poepssing steps might be needed to enhance and
eliminate the effect of beard, moustache and ilhation.
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INTRODUCTION For facial feature extraction, one of the very

. popular methods in geometric-feature based apprisach
Over the past decade, face recognition has &tact {he yse of vertical and horizontal projections. The

substantial attention from various disciplines ardn a rojections can be employed after taking the first

ﬁ;ecrgeﬁg-%ﬂshfsroﬁﬂétgn i; :%s(jeggihec)s. a'.A\l;t'OIEInOal"t:ﬁ?Id facQerivative of the image (Brunelli and Poggio, 1988)
gnit pplied n two ways. ’ ell as directly on intensity the intensities vaue

feature-based. The holistic approach (Brunelli an . L
: ) Sobottka and Pitas, 1996). Projection based mathod
Poggio, 1993; Beymer, 1993) treats a face as 2e@ipat (Baskanet al., 2002; Gouriegt al., 2004; Ryu and Oh,

of intensity variation. ) i i
Generally, eyes and mouth are important in2001; Pantiet al., 2001) have been used particularly to

understanding the information and feeling conveys. b find coarsely the position of the facial featurer eye
person. The feature-based approach (Kawagetcéli and mouth localization, valley regions are detected
2000; Kawaguchi and Rizon, 2003; Brunelli andYSing morphological filtering and component analysi
Poggio, 1993) recognizes a face using the georagtric | NEré are only a few studies give qualitative resul
measurements taken among facial features such out the performance. Most of the sample llmaged us
eyes and mouth. Many researches have propos g);g\gous stgdgﬁ (ngglfgt;)al.,.20?2,2%%lirled¢':jal.,
methods to find the eye (Feng and Yuen, 1998; Zho& , Ryu an » 2001; Panttal., 20( ) di _not
and Geng, 2004) and mouth regions (Sobottka angontain thick beard. This is because the intersslégel
Pitas, 1996; 1998; Lét al., 2004) or to locate the face of thick beard might reduce the mouth detectiop Gt
regio}l in a’n imaée. Thése methods have shown throjection based method. A large number of the [Sout
popularity of using information such as template hast égans have_lc_jr?rker agq th!ckerfbear% O(; molugta
matching, geometrical and intensity features. Bitune than Europeans. The combination of methods to tietec

and Poggio (1993) and Beymer (1993) located eyegyes_ and mouth Propose in our algorithm has non bee
using template matching. In this method, an eyeAPPlied by previous studies. _

template of a person is moved into the input image. N this study, the algorithm first detects theefac
Then, a patch of the image that has the best ntatch fégion in the image and extracts intensity vallfrgsn

the eye template is selected as the eye regionekeny the region. Then, iris candidates are extracteh ftioe
template matching and eigenspace method requiréalleys using the feature template of Lin and Weo@)
normalization of the face for variation of size andand separability filter of Fukui and Yamaguchi (99
orientation. A large number of templates are nedded Next, the costs from template matching, separgbilit
template matching to accommodate varying pose. filter and Hough transform (Kawaguoétial., 2000) are
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computed for iris candidate pairs to determineitises 1.
of both eyes. Finally, horizontal and vertical oral
projections have been applied to lower part offéwe o

for mouth detection. The positions of both irises a
used to determine the horizontal wide of the mouth
region. This study begins by describing each ofe¢he 3
phrases. It presents further the experimental tesuld '
finally discusses the limitations and future impement

of the proposed method.

MATERIALSAND METHODS

In our experiment, we use two databases to
evaluate the performance of our algorithm. One is
European database with color images and another is
South East Asian database with intensity images. Fo
input image, we assume the image is a head-shouldér
image with plain background and head rotation on y-

Select skin-color pixels (x,y) whose color \@alu
v = (r,g) satisfyg(v)=¢
Estimate the meanu=(y,,u,) and covariance

matrix X of the color distribution of the pixels in
the selected regions

Computes the Gaussian distribution model where
the probability density function is given by:

p(v) = (21 "= (V) o ¥ =

expl~2(v-1) 2 (v-w)} ®3)

where, v =(r,g) denotes a random color vector of a

pixel in an image.
Apply a closing and opening of the mathematical
morphology to the regions of skin-color pixels

axis is approximately within the interval (-30, 30°

Extraction of the face regions from intensity images:
This proposed algorithm extracts the face regiamfr
an intensity image using a similar method to thetven
in (Brunelli and Poggio, 1993). First, we apply 8bb
edge detector to the original intensity image (x,Let
E(x,y) denote the obtained edge image where E&Y)
if (x,y) is an edge pixel and otherwiBéx,y) = 0. Next,

5. Find a connected component of skin-color pixels
with the largest area
6. If (x,y) denotes the coordinates of the pixels

obtained in Step 5, lek, and X, be the smallest
and largest ofx;, and Y, be the smallest ofy

Then, the face region produced by two vertical
lines x=X, and x=X,, two horizontal lines

y=Y, andy=Y,+X,-X,

for each column x and each row y, v(x) and H(y) are

computed by:

M-1

(x.y) H(y) =2 E(x.y)

x=0

N-1
V(x)=>E Q)

y=0

The x-positions x and % of the left and right

boundaries of the head are given by smallest ageéda
values of x such that V(%) (xg)/3 where ¥ denotes the
column x with the largest V(x). The y-position;y of
the upper boundary of the head is given by the Isstal
y such that H(¥0.050&x.). Finally, we give the
y-position y.,,0f the lower boundary of the head by

ymax = ymin +12( XR - XL) :

Extraction of the face regions from color images:
The proposed algorithm first creates a skin-colodet
for the face region detection from color images. (B
G, B) denote a color vector in RG#lor space. Then,
the normalized color vector (r, g) is given by:

r= R
R+G+B’

_ G
R+G+B

g ()

Using the rg color space, we create a skin-color

model by (Kawaguchi and Rizon, 2003):
680

Extraction of valleys in the face region and
preprocessing: The proposed algorithm applies
grayscale closing (Sternberg, 1986) to the fac®neim
extract valleys. V(x, y = G(X, y)-I(x, y) where G(X)
and I(x, y) denote its intensity value and valuéaoied

by applying grayscale closing. Then, region coimgist
of pixels (x, y) such that V(X, y) is greater thamnequal

to a threshold value are determined to be valleys.
Histogram equalization and light spot deletion are
performed to enhance the quality of image and reduc
illumination effect in this algorithm.

Detection and selection of iris candidates. The
proposed algorithm performs the similar method as
proposed by (Kawaguchi and Rizon, 2003):

Computes costsC(x,y) for all pixels in the
valleys:

Clxy) =G (xy)+ &%) )
Then, the algorithm selects m pixels according to
non-increasing order that give the local maxima of

C(x.y) -
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Fig. 3: The templates used for computation of JR(i,

Fig. 1: An eye template to detect blob where, C() and C(j) are costs computgdEQ. 6.

R(l,j) is the normalized cross-correlation value
computed by using eye template in Fig. 3 which is
produced by manually cut off the eye region froface
image. t is the weight to adjust two terms of thstc

Mouth detection: First, we assume this proposed
algorithm crops the region containing mouth
automatically from the Canny edge detection imdges

Fig. 2: The templates used to compugé)@nd G(i) defining:

Places the template of Fig. 1 at each candidate,, :[EXHJWW Y, =y, —10 (9)
location and measures the separabilty between two 5
regions Rand R given by :

Where:

B 5 YiandY, = The upper and lower boundaries for
n=a ®) the crop region
H = The height of the face region
Applies Canny (1986) edge detector to the faceYmn @Nd Y., = The upper and lower boundaries for
region and measures the fitness of iris candidates the face region

the edge 1image using Hough transform
(Kawaguchiet al., 2000). We give the equation of Then, we apply vertical integral projections metho

a circle by: in Eq. 1 on the cropped Canny edge region. This
proposed algorithm will search the maxima (the datg
(x-ay+(y-by = P (6)  sum values in row) in the crop region startifigm

Y,-Y ;. Finally, the mouth region with be determined by:
where, (a,b) is the circle center and r is théusad

Ymin :Ym_ZS'Ymax:ym+25 (10)
Given an iris candidate; B (X, Y, ;) measures the
fitness of iris candidates to the intensity image b \Where:
placing two templates in Fig. 2 and compute they andv,_ = The upper and lower boundaries of the
separabilitiesn (i) , N,(0) » Ns()) and n,(i) using mouth region
Eq. 4, where n,(i) denotes the separability y_ = The y-axis with maxima value

between region®, andR,
Calculate cost for each iris candidate as shown in  1he irises locations obtained in previous steps ca
(Kawaguchi and Rizon, 2003): be gsed to detgrmine I_eft and righ_t bqundaries Wilig)
region from horizontal integral projection.
C(i)=C,(i)+C,(i)+C,(i) +C,(i) @)
RESULTSAND DISCUSSION

Computes a cost for each pair of iris candidates, B

S i We made the experiments to evaluate the
and B is given by:

performance of the proposed algorithm. The European
database and South East Asian database are uted in

F(i.j) =t{c(i) +C(i)} + (- 1) /R(i]) (8)  experiment. There are 63 color images in European
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database with 21 subjects and size of each image is CONCLUSION
768x576. South East Asian database contains 60

intensity images with 8 subjects and size of eatdge i .
is 480x360. The images in both databases are varyin pported used template matching, eigenspace method

in pose, head orientation, illumination and gender. ough transform. However, template matching and

Images with moustache and beard are included ds wel gigenspace r_net_hod _require the_ normalization of the
age face in its size and orientation when large

Since the successful detection rate for irises ar&"

more than 90% for both databases as Shown ii{arlanons occur. These algorithms can dete_ct_lfama
eatures from faces whose patterns are similar to

(Kawaguchi and Rizon, 2003), we put traini | | der 1o b bust. |
concentration on mouth detection. From Table 1s thi raining sampies. In order 10 be more robust, large

proposed algorithm scores 74% successful moutRmount of facial featur_es models are  required
detection. lllumination effect, different genderdatihe especially when dealing with the moustache, bear! a

existence of moustache or beard still contributéht® different gender or races. Hough transform algardh

failure detection although there are successful tmou need to estimate the searching windows for theafaci

detections from these images in this experiment].ce"’Itures in the face region for example; irises are

However, 15% of half mouths detected by this‘conS|derany small as compared to the face sizas,Th

algorithm from European database can be essential }hese algprlthms require complete_ face region tiotec .
classification stage using Atrtificial Intelligenseich as hi hle?r :nlasn psggg}ozt?sdsﬁl(?v(\)/rqt?nm(’lgg\?vaditfﬁi“gz dr?‘\E?zoli
Neural Network. This algorithm detected 90% of full 2(?03 IO lete f i th_ is duth '
mouth region for South East Asian database evelm wit ) even in incomplete face region. This is e

beard or moustache. This may due to the better a jgher in_tensities Of. the irises cpmpa_red to _other
more stable illumination environment in intensity eatures in _face region. Our _algorlthm IS con_3|dere
images. The processing time for irises and moutﬁuccessful in South East Asian database with 90%

detection for European database is merely 0.2 sdc asucces_sful rate for m°“tf‘ det(_act|on gnder variatibn
0.1 sec for South East Asian database for eacheimagpose' '”“”."”a“."” f"md orientation. This may b_e _dtme
We can see that intensity image has an advantage 0vthe better illumination environment offered by iméy

color image in terms of processing time. Figuréndves 'm?gbes c?r:npﬁred_ t? color_ |magef. :jn Esl;gfpean
examples of the images for which the proposeodaa ase, the ilumination environment and exi ¢

. other features such as nose, beard and moustaghe ha
algorithm could correctly detect the mouth. . ) ! 8 "
9 y contributed to the failure detections. In additidhe
Table 1: The result for successful mouth detectaie for European d'ﬁerence of facial texture for Eurqpeans and Asia
and South East Asian databases might also affect the mouth detection rate. Notat,th

Most of the facial features algorithms previously

Success rate of mouth detection (%) the half mouth detected in both databases 15% for
European database and 7% for South East Asian
Database Full mouth Half mouth No mouth

= =4 I T database can be useful as training samples in
Aamean % . 3 classification stage. This is because these regions

contain essential geometric information which isfub
for face recognition purpose.

For future improvement, more preprocessing steps
are needed to enhance and eliminate the effecarih
moustache and illumination. Geometrical distances
according to the detected irises locations candukea
to increase the successful rate of mouth detection.
Artificial Intelligence techniques such as Neural
Network can be used as classifier by using half tmou
regions as training samples to increase the pedocm
of face recognition system.
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