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Abstract: Problem statement: Modular exponentiation constitutes the basis of ynaell-known and
widely used public key cryptosystenmfspproach: A fast portable modular exponentiation algorithm
considerably enhanced the speed and applicabflityese systems, also an efficient implementation o
this algorithm was the key to high performance wéhs systemResults: In this study, two main
approaches for solving this problem were propo3de: proposed approaches involved calculations
without usage of extra operational memory for sgvoonstants and calculations with usage of
preliminary calculated constantSonclusion/Recommendations: The estimation of complexity of the
speedup and effectiveness of proposed approachtéfdata were presented.

Key words. Exponentiation, extra operational memory, conststafculation, Fibonacci calculus

INTRODUCTION From this we have:

Protection of information is one of the most o 01
important and complicated problems in computeryN :XJ = nxaw (2)
equipment. Specialists face the task of creation of i=
systems for transmission of information, which vebul
maintain the high level of protection and security. For binary calculus the expression (2) takes the
Nowadays the speediest systems of confidentiaiorm of:
information transmission are the systems with open
keys. The majority of these systems use operatfon o =
modular exponentiation’xmod z as basic for great X :I_leak (3)
numbers (Diffie and Hellman, 1976). The performance .
of given operation requires high expenses of maakin i
time. That is why the necessarily of this procedure  With the help of Horner's method the formula (3)
optimization raises. The given problem can be detid ¢@n be represented by means of the following
with the help of fastening of exponentiation operat E€XPression.
performance for numbers of high digit capacity.
There two main approaches solving this problem to x™ = (...(((x*)? k%2 )? B¢ )2 0..0x® )2 [ (4)
be underlined: the calculation without usage ofraxt
operational memory for saving of constants and
calculation with usage of preliminary calculated
constants, which will be saved in memory locatidhe
purpose of the work is investigation of exactly she
methods of exponentiation.

The expression (4) is basis for description of the
“binary” method of quick exponentiation (Knuth, 1198
resulting in the fact that the process of expomtiotn

for the numbers represented in binary calculus coime
execution of the following calculations:

MATERIALSAND METHODS

2 H — 0N
Calculation without usage of extra operational R ={R'2'1' i a,“" 0
memory for saving of constants. In systems of Rtk ifa, =1
calculus with alphabet {0, 1} numbers are giversirch
way. where, Rintermediate result; i=1, 2 ...n.
o The number of multiplication operations,, n
N=Ya Oy (1) required for the realization of the exponentiatuam be
= calculated according to the formula:
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n,=n+n (5) Reduction of probability of occurrence of unity in
code leads to the increase of digit capacity otctide.
Where: For calculus with alphabet {0, 1} in equation idiga

n = Number of digits in representation of the numbe
n, = Number of units in the code

As the formula (5) shows, the number of
multiplication operations depends on the code dapac
and probability of occurrence of a unity in sitehefe
are two methods to reduce the number of units deco
by means of representation of numbers inubadts
with alphabet {0, 1, -1} or in redundant calculus/gh
alphabet {0, 1}, namely in Fibonacci Calculus (F@t
usage of the first method because of the presefce o
code digit Fig. 1 the necessity of execution ofigion
operation, which requires high time spending (Knuth
1981). That is why representation of numbers ini$C
more reasonable.

Any natural number in FC is represented as the

wos>w, +1
=1
Let:

Wi :izWi—\ +1

1=1

Then according to expression (2):

w1 oS

)=

following (Stakhov and Luzhetsky, 1981): Let:

N=a,¢,(n-D+ g H,(n 2} .+ 3, (C w <iZW-_| "

Where:

Then:
0, if n<O,

¢p(n)= 1, if n=0,
o,(n-)+¢,(n-p-1), if n>(
p=1,2,3..

n-1 a[; w1 }

(). =]~

If the number of digits n for representation of
number N is same for different Calculus’s, than the
following in equation is valid:

(x"), < (<),

So, for maintenance of minimal number of
multiplications it is reasonable to represent datéhe
calculus, for which the following equation is valid

Hence expression takes on the following form:
n-1 n-1

xN = I—J AW = I—J Xa1¢p(i)
1= 1=

Process of exponentiation for numbers represented
in FC comes to execution of the following calcldas:

R - {RI |:Ri+p 1 If a1—p—i = O'
i+p+1 . _
P R [R,, X if g, =1

i
e w; :zwi—\ +1
500 \ 1=1
450 \
ol N o
0 i.e., in binary calculus.
200 — — It is known that consistent calculation charactex
. principal lack of Horner's method. That is why for
50 : parallelization of calculations let us represer tither

0 8 16 24 32 40 48 56 64

method of quick exponentiation described as foltows

Fig. 1: Diagram of dependence of the number of e et
multiplication operations upon the value of x“‘:”xaz :|‘0|(x2‘)a
frame of calculus s
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So, the process of exponentiation comes tds why at fulfilment of operation of exponentiatidt is

execution of the following calculations: necessary to use method of calculation with
implementation of previously calculated constants
R Rz_l, if g,_;=0; 6 x3* , which will be saved in memory and skimmed if
i LI P ©6) necessary. So, average number of operations of
LR, ifg, =1

multiplication that are of sequential charactel egual
to the number of nonzero values in code digits.

Let us estimate the ratio of average number of
perations of multiplication for figures represeahta
different Calculus’s.

For Calculus’s with frame S =',2where t-whole
positive figure, number of operations of multiptica
in case of sequential fulfillment of operation of
exponentiation is calculated according to the fdemu

According to expression (6) the number should be
exponentiated in correspondence with the weights 06
code digits and the results with value of figurecotle
site equal unity should be multiplied. Peculianfythis
method for parallel calculation character liesha fact
that the number of units in code does not influethee
duration of exponentiating process, as multiplmatbf
grades occurs simultaneously with the formationx®df

dependently on values #n other words, the number of n,=n,0w,=n 01~ ¥ sF
multiplication equals to the number of digits ohaiy (s= In
code of a figure. The speedup S and effectivenesk E I M-Ys)= I
the given algorithm in consideration with «binarig» ]ngs[ SE] og
calculated according to the formulas: .
Where:
T ns = Number of digits for representation of number in
Spar. = 2 calculus with frame s
T ws = Probability of occurrence of nonzero value in i-
digit of code

Where: n = Number of digits in binary code of figure

Tseq.= Time of fulfillment of sequential algorithm

Tper= Time of fulfillment of parallel algorithm: Analysis of diagram of dependence of the number

of multiplication operations upon the value of freuwf

calculus s (Fig. 1) shows that representation ¢d da

Epar;% calculus’s of frame s 4.16 has the highest advantage
in number of operations.

For parallel process the fulfilment of

where, m-number of processors. _ exponentiation operation under the method of
So, taking into account the expression (5) speedufpgarithmic summability for figures represented in
of parallel algorithm equals to: calculus’'s with frame s = '2the number of
multiplication operations is determined accordiogie
formula:
Spar.:n+n1:@:l.5
n n
nm,par.: lngns

As far as it is necessary to have 2 processorthéor

, ; . . As far as at fulfillment of exponentiation opeocati
fulfillment of parallel algorithm, its effectivengs b b

only nonzero values are taken into account, thelbaim

amounts to: of operations can be calculated with the help & th
S following expression:
_ Spar. _
Epar. B 2 =0.75 Ir‘m.par.: IOansDWs= IOanm.sec
Calculation with usage of previousy calculated Diagram of dependence of the number of

multiplication operations upon the value of framat
use of parallel algorithm is shown on Fig. 2.
In this case speedup of parallel algorithm eqtels

constants: At usage of certain methods information
transfer with open keys, where the calculation aifig
x’ mod z, specifically in Diffie-Helman's method,
values x and z are considered as constants. lisis a

necessary to admit that relative cost of memory is S, —_ Mmseq.
considerably lower than relative cost of proces$bat " 100, Ny e,
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B Table 1: The value of the coefficieht
p 0 1 2 3 4 5
8 k 2 2.2351 2.3979 2.5119 2.6363 2.6963

Table 2: The value of the coefficiems

P 0 1 2 3 4 5

ap 2 1.618 1.63 1.381 1.325 1.287
0 8 16 24 32 40 48 356 64

Hence:

Fig. 2: Diagram of dependence of the number of

multiplication operations upon the value of loa. k
frames at use of parallel algorithm n, = L [W—l] @)
k| log,a,
n].\l
323 The values of the k andaae listed in the Table 1
\\ and 2 correspondingly.
350 ~— On the basis of the expression (7) was created a
300 diagram of dependence between the average number
f;g of the operations of multiplication and the valuepo
Iso (Fig. 3). The diagram analysis shows that fulfilmhef
0 exponentiation over the data operation, represeimted
50 p FC, requires greater number of the operations tven
0 | 3 3 4 P the gata, represented in calculus systems witheram
s=2
Fig. 3: Diagram of dependence of the number of In case of using parallel algorithm the amount of
multiplication’s upon the value of p multiplication operations equals to:
Is necessary to havegyin-1) processors to carry
out the given algorithm. That is why its effectiess Nin par. = 1092 MW= 109, N e
amounts to:
n Let’s estimate speedup and effectiveness of grall
Eper. = = algorithm for the data represented in FC:
(nm.seq._l) lOQan..sec
For FC average number of multiplication’s for = Mmseq.
subsequent character of operation fulfillment is 109, Ny e
calculated according to the formula:
n, = n. 0w, In case of using (n.Cw.-1) processors the
effectiveness states:
Where:
n: = Number of digits in Fibonacci code n
we= Probability of occurrence of the unity in codgitli Eper. = m.seq.
(nm.seq._l) lonnm.seq.
Then:
_n+log, k Having ana_\ly_zed_the diagram of dependence of the
F= log, 0. -1 number of multiplication operations upon the vgdlﬁep
2%p
and the value of speedup and effectiveness in chse
. using parallel algorithm for data Fig. 4, represenin
Where: 2 )
1 FC we may conclude th_e _foII_owmg. to .prowde the
W = 5 minimum amount of multiplication operations and to
kle, provide the greater effectiveness of parallel atgor
k = Coefficient it's reasonable to represent the data in calcylsiems

“golden” p-ration (Stakhov and Luzhetsky, 1981) with frame of s = 2
522
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[ R P - N - =]

p

0 1 2 3 4 5

Fig. 4: Diagram of dependence of the number of
multiplication operations upon the value of p

in case of usage of parallel algorithm

6500
6000
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5000
4500
4000
3500
3000
2500
2000
1500
1000

500 s

0 4 8 12 16 20 24 28

Fig. 5: Diagram of dependence of the number ofscell

upon the value of s

Except the calculation of time expenses the weight
meaning has the memory volume, necessary for saving
constants. That's why let's evaluate the memory

expenses in the amount of cells for different dalsu
systems.

Diagram of dependence of the amount of cells to

save constants upon the valuesaf shown on Fig. 5.

The amount of cells for saving constants at
representing data in calculus systems with frams of
we can be calculated according to the following

formula:

Ny = (s- D = (s 1’1.0%3[

Digit capacity of code of a figure represented@

5000
4500
4000
3500

3000 S

2500 L

2000 —

1500
1000
500 P

0 1 2 3 4 5

Fig. 6: Diagram of dependence of amount of memory
cells upon p parameter

Considering that fact we have diagram of
dependence of amount of memory cells upon the p
parameter (Fig. 6).

Comparative analysis of diagrams of dependence
(Fig. 5 and 6) shows that the fulfilment of
exponentiation operation in case of representatibn
figure in FC requires the less amount of memoryscel
than in case of representation of figures in caig’sl
with frame of s = 2

RESULTSAND DISCUSSION

 Diagram of dependence of the number of

multiplication operations upon the value of frame

of calculus s has the highest advantage in number

of operations

Parallel algorithm with frame of stprovides the

minimum amount of multiplication operations and

provides the greater effectiveness

« Fulfillment of exponentiation operation in case of
representation of figure in FC requires the less
amount of memory cells, than in case of
represgntation of figures in calculus’s with frame
ofs =

CONCLUSION

« Exponentiation of figures with high digit capacity
without use of extra random-access memory for
storage of constants with minimum number of

is R:- times as much as the digit capacity of binary code operations supports representation of figures in

(Stakhov and Luzhetsky, 1981):
n: =nlR:

where forn; - «:

R =1+
log,a,

binary calculus

* Exponentiation of figures with high digit capacity
with use of previously calculated constants is
carried out with minimum number of operations
with the highest effectiveness in case of
representation of figures in calculus's with framfie
s = 2 and representation of figures in FC requires
the least memory volume
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