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Abstract: Problem statement: To extract the moving objects, vision-based sulameie systems
subtract the current image from a predefined bamkgt image. The efficiency of these systems
mainly depends on accuracy of the extracted backgramage. It should be able to adapt to the
changes continuously. In addition, especially ialteme applications the time complexity of this
adaptation is a critical matteApproach: In this study, to extract an adaptive background, a
combination of blocking and multi-scale methodpriesented. Because of being less sensitive to local
movements, block-based techniques are proper ttratotme non-stationary objects’ movements,
especially in outdoor applications. They can befuls® reduce the effect of these objects on the
extracted background. We also used the blockindhadkto intelligently select the regions which the
temporal filtering has to be applied on. In additian amended multi-scale algorithm is introduced.
This algorithm is a hybrid algorithm, a combinatiohsome nonparametric and parametric filters. It
uses a nonparametric filter in the spatial domaimitiate two primary backgrounds. In continue two
adapted two-dimensional filters will be used torast the final backgroundResults: The qualitative
and quantitative results of our experiments certifyt only the quality of the final extracted
background is acceptable, but also its time consiem|is approximately half in compare to the simila
methodsConclusion: Using Multi scaling filtering and applying the fits just to some selected non-
overlapped blocks reduce the time consumption@gtttracting background algorithm.

Key words: Background extraction, background modeling, mutest modeling, block-based
modeling, foreground

INTRODUCTION subtract a more accurate background especiallgah r
time and outdoor environments.

In Many of Intelligent Transportation Systems The background objects are a combination of
(ITSs) based image processing applications, thet fir stationary objects such as ftraffic lights, or non-
step is accomplished by detecting changes in agéma stationary objects such as wavering bushes. On the
sequence. To identify the changes, a portion ofigeel  other hand, the background image pixels can be
methods employ algorithms based on inter-framecategorized to the static and dynamic pixels. Ttaécs
difference. But, this method always detects laggens ~ Pixels present the stationary objects and the dimam
than the real moving objects. So, it cannot deteet ©ON€S belong to non-stationary objects éLial., 2004).

immobile objects. In addition, it is liable to neis A proper background extraction alg_orit_hm should be
able to handle both static and dynamic pixels.

impact and it has low detection precision and low The extracted features from an image sequence can
reliability (Xiaofei, 2009). As the second groumse be described as a combination of three charadterist

researchers use_algorrthms which are based on tl}?pes: spectral (Toure and Beiji, 2010), spatiatl an
subtraction of an input frame from a reference die temporal features. Spectral features relate to-geaje
later one represents the background of the sceng color information, spatial features associatehwi
(Varadarajanet al., 2009). Efficiency of this group’s gradient or local structure and temporal featuresgnt
result mainly depends on accuracy of the extracte¢hter-frame changes at the pixel. These featurestyp
background image. In addition, it is impressed by t a combination of them is used in different methtmls
adaptability of the background image extracted inmodel the images.
various situations. This point leads researchetsytto Background extraction algorithms typically use
find a better approach to model, initialize, adaptl  techniques like image inpainting on a single image
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object-tracking techniques on a sequence of imf@iges without taking any predetermined form or assumption
Image inpainting techniques can result in a degtadeThis estimation is just constructed according to
visual Quality since they try to form an estimaBeit, information derived from the data.

object-tracking techniques including segmentation-  Nonparametric algorithms are non-expensive; since
based approaches and motion-based approaches digorithms categorized in this group use somestiati
simultaneously foreground tracking and backgroundilters which are applied to all sections of theages in
Updating. These operations are usually expensive. the same way and with the same value of paraméters,

To compel the complexity problem, researches trycompare to the second group’s algorithms, they
to model frames using simpler ways. Some approachesonsume less time and memory.
treat a sequence as a set of single-pixel valuasgihg Researchers believe that this kind of algorithes i
over time. The statistics of pixel values are gattle unable to cope with high frequency motion in the
separately and then are used to classify each pixélackground 0. Especially in outdoor applicationshsu
independently. This method suffers from noise ofas ITSs, this probably is so high that the scene or
misclassified single pixels (Armanfart al., 2009a). majority part of it changes completely; so, it iear
On the other hand, region based models have bedhat researchers cannot rely on imprecise algosthm
emerging recently. Since complexity, they exploitresults.
spatial information in a more meaningful way and ar As a simple nonparametric model, in order to
able to achieve superior segmentation than theodsth estimate a new background, researchers construct a
relying solely on morphological post processing blo. combination of the current background and one, awo
addition they are less prone to segmentation errormore previous extracted backgrounds. The way frames
caused by small movements of the camera. Finadly, acombine together, the number and the composition of
the third group, in block-based approaches, anémsag these frames and also the combination rate are
divided into overlapped or non-overlapped blocks.investigated several times. The goal of these rekea
They are less sensitive to local movements. is improving the adaptability property of the final

In this study, we introduce a hybrid backgroundextracted background. Namely, Fuzzy logic and
extraction algorithm, a combination of an amendedCellular Automata were used by (Shaketrial., 2008)
algorithm in the spatial domain, a nonparametiterfi to decide how to combine frames together better.
and a parametric filter method. This algorithmdrie  Xiaofei (2009) introduced background extraction
model the background in the form of some blockssystem with self-adaptive update algorithm andqulitt
extracted from the traffic scene. In order to donitlti-  forward an improved algorithm based on histogram
scaling technique and some different filters aiézed. statistic combining with multi-frame average. He

This research is based on the proposed algorithrolaimed that his approach is so fast that it isable for
by (Culibrk et al., 2009). We enhance the time DSP platforms. Barnich and van Droogenbroeck (2009)
complexity problem their method faces with. Blogkin presented VIBE. He tried to find a way to combine
the extracted temporal background, managing thérames randomly. Also, genetic algorithm was usgd b
blocks which spatial filters are applied to thendan (Davarpanah and Fathy, 2004) to adapt the combimati
reducing the number of filters applied in this stag rate automatically.
reduce the time needed to approximately half. The second main group to model and extract an

adaptive background is parametric methods group.
Related works: The researches having been done toParametric methods assume data are driven fromca ki
model and adapt the background image can bef probability distribution. They try to make infaces
categorized to two main groups; nonparametric anébout the parameters of this distribution. It cam b
parametric algorithms. It is clear that there avens assumed that parametric methods make more
exceptions too. In continue some more significantassumptions than non-parametric ones. If theseaextr
samples of these two groups and their properties arassumptions are correct, they can produce more
highlighted. accurate and precise estimates.

Nonparametric algorithms category, the first main Drawback of parametric algorithms is their
group of background extraction methods, is called i complexity. Since the values of model's parameters
different resources as “Filter-based Methods”, “tow should be updated continuously, execution of these
pass filtering systems” or “Samples-based techsijue algorithms consumes more time and memory.
These algorithms estimate, for each pixel or agroiu  Researches try to reduce it by using differenerfi
them, the grey level intensity or the color valdele  various estimators and setting their parameters
background scene from a sequence of the input isnagéntelligently.
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Stauffer and Grimson (1999) supposed a specifipatches and has represented each image patch as a
pixel may have values as a Gaussians distribution. Neighboring Image Patches Embedding (NIPE) vector.
the Gaussian distribution model, the backgroundh of Local Binary Pattern, LBP, is used vastly for tegtu
scene each pixel can be modeled with a Gaussia#escription. It has acceptable performance in textu
distribution between 2 and 2.5 standard deviationglassification, fabric defect detection and moving
(Peng and Peng, 2009). Later, Mixture of Gaussian&egion detection. In this method, local featurescivh
(MoG) was introduced. According to MoG image is consider the pixel's neighboring pixels are assigae
modeled in the form of combination of k separateltS téxture features (Armanfaet al., 2009b). LBP was
Gaussian models (usually k is between 3 and 5)USed by (Heikkila and Pietaikinen, 2006) to mod t

Researchers have being tried to set the parametePStory gf eacg pixelhin any t:cloﬁk' Zhdo'Tgal' (2009)
(mean, variance, weight and learning rate) for eaCItPaS K:e toljeetuc?tztaoglieo It?’e mo e.f Ki
Gaussian. They have represented various combirsation S0, ( | & a., ) a Bayesian ramework 1S
of different number of Gaussian models to adapt t roposed. It incorporates spectral, spatial ancezad

. eatures to characterize the background appearamce.
gradual background changes (Sheng and Cui, 2008). ., . .
Karmann et al. (1990) used Kalman filter to this method, to classify the background and foregdo

. _ i based on the statistics of principal features, gsBa
estimate the background. Their algorithm assumes thya.ision rule is derived P P ¥

evolut_ion of the_ _backgroun_d pixel in_tensity can l_ae Finally, as another method to model the
described by a finite-dimension dynamic systemngsi packground, the dynamic features of non-stationary
Kalman filter to estimate and update the backgrounghackground objects are represented by the signtfica
can reduce the number operations required. But Wariation of accumulated local optical flows. The
cannot be suitable to handle the sudden backgroungtawback of using optical flow is its complex foriau
changes, sometimes it may result wrong detection ogind large calculation; for complex and rapid moving
miss detection (Xiaofei, 2009). objects it causes poor results (@ual., 2009).

First time, the use of Marr wavelet filter in
background adapting was explained by Dawesl. Proposed algorithm: The proposed method is an
(1998). In their proposed method, the filter wapligal  improved version of an existent algorithm (Culiletlal.,
to three consecutive frames of the sequence, rétaar  2009). It is a hybrid algorithm. First, the propdse
to background reference image and the current framé@lgorithm uses a nonparametric filter to initiateot
as is the common practice, the temporal filter used ~ Primary backgrounds with different combination sate

Elhabian et al. (2008) used Hidden Markov Model !n continue, we will combine these two temporary
to model the pixel process. In their proposed Hidde Packgrounds to reach a new temporary one. In the ne
Markov model various states of the model represengt€P, We will block the extracted background. Hinal
different states that might occur in the pixel [Ess; by applying two 2-dimensional filters in spatlalrda[n
such as background, foreground, shadows, day arﬁ& some selec_ted blocks, the backgrounq will be
night illumination. They also have claimed that the mahz_ed. Details of the proposed_ algorithm are
model can also be used to handle the sudden chirngesdescnbed _more_ as follows. Also, its flowchart is
) o illustrated in Fig.Fig. 1.
illumination. To do so, they present the changenfi@
status to another, such as the change from ddijhtip
day to night, indoor to outdoor, as the transitfoom
state to state in the HMM.

Beside of two main groups for modeling the
background, there are also some another endeavor
which could not be categorized in these two gro&ps.

Background
¥ X

Ry

IR,

Temporal

Two temporal ﬁhermg\j\/
backgrounds ¥

Temporal

background
example, several researches use key-points to rioelel )
background. Hamdoun and Moutarde (2009), instead of C‘fllf;i?‘mf;ﬁ:lﬂ'\i i D
full video streams, just have used some interesitpo video L
descriptors from some smart cameras. The main I—J‘Outpul. e
problem of using interest points is their instapilat For selected — fill’;ﬂ extracted
blocks S background

smaller scales, because they are more susceptible t

changes in lighting and camera noise. Also, Zheira.

(2009), in a same idea, has divided the imagesatne  Fig. 1: Proposed algorithm
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Background model: In this step two background Where:

images by using a nonparametric filter, actually anN = The number of pixels

Infinite Impulse Response filter (IIR) and with two p The mean value of filtered image’s pixels
different values of combination rate parameter ardp; The value of'f pixel of filtered image

calculated. This step passes two temporal backgroun

images to the next phase. IIR digital filters are In continue, the Z-score value of each pixel is
commonly realized recursively by feeding back acompared to a user predefined threshéld If it is less
weighted sum of present (current frame) and pasthan 6, it is discarded; the value of this pixel in the
(previous background) input values and adding thesgemporal background as the output of this stagebeil
values to a weighted sum to construct the newero.

background.

Blocking: To compel the time complexity problem of
BK,., =1-a)*BK ,,+a*Img _, 1) the spatial filtering and reduce it, we think bloukis a
suitable solution. In this step the temporal backgd
As shown in (1), the pace of adaptability of theis divided to B*B no_n—ovgrlapped b!ocks. For _each
calculated background depends on the value.ofo  block, number of moving pixels, the pixels with héy
provide better representation of background image a V&lue than zero, is calculated. This amount is creg
make the approach more resilient to effects such adith a threshold valuey(). Blocks which have more
those due to camera automatic gain adjustment, w¢@ues, will be adjusted with the special filtersiahe
executed this process two times and with two déffier others_ will _be just copied to the final backgr(_)u_nd.
values of learning ratex). Finally, we had two primary Especially in the scenes traffic is not crowdedjs|_t
backgrounds. To initialize the process, two leagmite expected most of the blocks do not need to pasieip

. . in the spatial filtering phase. Since vast majodfythe
arameters were assigned to 0.1 and 0.05, re tiv . , e
Ipn addition, the backggrounds were initialized xgg time the algorithm needs relates to the applyingiap

X filters, this technique declines the time to half.
first frame of the data.

Spatial filtering: In addition, to smooth out the

Terr;]poracl)ﬂlt((ajr}ng: B.y us||r'\1/|g a oneF(_j||tmens(|jonaI lf!IFer segmentation result, two dimensional filters arplieg
such as One-dimensional Mexican Filter and appi{ing 1 ‘aach selected block in the last phase. Simiaheé

to two primary backgrounds extracted in preViousalgorithm of Culibrket al. (2009), two dimensional

phase, we achieve a temporary background. Negative Mexican Filter is used. While they appie t
filter four times, our results show after applyitvgce

of the filter over the square neighborhood 14 and 7
pixels wide respectively, the expected result are
achieved.

First, according to (2) the requested filter is After each time, the mean absolute difference of
calculated. In that, x is Euclidean distance ofpént  the filtered values is calculated, normalized and
from the center of filter and is scaling coefficient produced as the output of filtering phase. In the ef
enabling the filter to be evaluated at sub-pixeb(1)  the second time, the values are again check with a
level or stretched to cover a larger aréa<(1). In th_res_hold in the same manner as described in Tehpor
continue, the filter is applied to the sequencetves  Filtering part of the article.

primary backgrounds extracted in the last stage and _ )
current frame between them. Background extraction: At the end, the final

Once the filter is applied, a Z-score test is ued background is resulted from the combination of the
detect the outliers in the fram'e Z-score for epigdl is current frame and the adapted background, thetreful
L . X . Background model phase with lower combination rate.
equal to division of distance between value of fiael : T :
) . . ) . This combination is done according to the valuethef
in the f||_tered image and mean value_ of pixelshe t binary image pixels. Binary image is the outputti
flltereql image on Mean _Ab50|Ute Distance (MAD). previous stage explaining the moving pixels. If the
MAD is defined as follows: value of the binary pixel is one, the final backgrd is
. assigned with the value of correspond pixel in the
Dou e —ul (3)  adapted background. Else, it will be replaced with
N corresponding pixel of current frame.
1453
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MATERIALSAND METHODS These values for the reference algorithm are dyspla
in Fig. 3. The quality of subfigures shows that the

In order to evaluate the performance of theperformance of the proposed algorithm is acceptable

proposed algorithm and compare its efficiency agfain
the resource one, we implemented and tested both
them in the same conditions. They were implemente
with MATLAB. They were run on a Pentium 3 GHz
PC. The algorithms initialized with the values of
Table 1. In this table, elements having more thae o °
value are used more than one times in the algorithm
Also,0 has two value sets. The first set is belonged to
the reference algorithm and the second one is irsed
our algorithm. Their values are listed regardinghteir

use order in the algorithm. To have a fair expenime

we used the standard database ordered by PETS (IEEE
International Workshop of Performance Evaluation of
Tracking and Surveillance). Exactly, the PET2003 wa
used. This  dataset can be  found in
http://ftp.pets.rdg.ac.uk/.

RESULTSAND DISCUSSION

In this research, the experiment was repeated
several times with various frames and different ham
of them. Also, the experimental results were
investigated quantitatively and qualitatively.

Sub-image (a) of Fig. 2 shows 100th frame of
used sequential frames by the proposed algorithm.
Its corresponding  final  background image
extracted by the algorithm is shown in sub-image (b

Table 1: List of parameters and their initial vaue

Parameter Value Parameter Value Parameter Value
% 10 [of 0.1,0.05 @ 30
6 5,35,2,15 ¢ 1,05 B 23
M 288 N 384
Table 2: The mean of quantitative factors in 1dodime
Time (m sec) RMS error (pixel) FDR (pixel)
Proposed 83 2063 653
algorithm
(Culibrk et al., 142 2698 764
2009)

Fig. 2: Proposed algorithm. (a) 100th frame; ()alFi
extracted background
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To evaluate efficiency of the algorithm and

ggmpare it with the reference one quantitativelyee
different scales were investigated:

Just to compare the time complexity of the
algorithms, their time consumptions were
calculated. The averages of the time cost of two
algorithms are shown in first column of Table 2.
The expanded values are plotted in sub-image (a)
of Fig. 4

Root Mean Square error (RMS error) is another
scale used. This value is calculated as follows:

6=

1

1 iBG(x, y)’ - STBG(X, yf (4)
M*N &4
Where, M and N are the dimensions of the image.
And, STBG is the pure background frame. In this
research, adapted background resulted of section A
with lower combination rate was used as STBG.
This factor's averages in both algorithms are
shown in second column of Table 2. Plot designed
in sub-image (b) of Fig. 4 compares their amounts
through different frames
False detection rate (Al-Khateebal., 2008) is the
third quantitative factor used in this research.
Actually, it is equal to the number of pixels which
the difference between their values and the value o
corresponding pixel in the adapted background
calculated with the less combination rate is more
than a user predefined thresholl. The mean of
acquired values in two algorithms are mentioned in
the last column of Table 2. And their details are
highlighted in last part of Fig. 4

(b)

Fig. 3: The Extracted background by reference 0 (a)

100th frame; (b) Final extracted background



J. Computer <ci., 6 (12): 1450-1456, 2010

o e consumption is approximately half in compare toilgim
180 <Cuiibrkefaf‘3009‘| 1 endeavors. We first divided the image to some non-
180 . | ' overlapping blocks. In continue we managed the rarmb
5 P AN AT of blocks the algorithm should be applied to. The
§ 120 1 performance of the purposed algorithm was evaluated
S ool o . qualitatively and quantitatively. They were compghre
Ew i T T with the primary version of the algorithm’s effiniey.
al o ] It seems it is not necessary to adapt the backgrou
@ ] in each frame. It causes the algorithm runs fastgour
2 ] future work, we are going to test it.
%0 m w @ = W 7w @ % W
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