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Abstract: Problem statement: Overgeneration-and-ranking architecture works wall written
language where sentence is the basic unit. Howavespoken language where utterance is the basic
unit, the disadvantage becomes critical as spokegulage also render intentions, hence short strings
may be of equivalent impacApproach: In classification-and-ranking, response was deditaty
chosen from dialogue corpus rather than wholly gged, such that it allows short ungrammatical
utterances as long as they satisfy the intendedimgaf input utterance. Because the architectsire i
intention-based, it adopted an open-domain knovdedgpresentation, whereby response utterances
were semantically represented using some ontoleggml enough for future reuse in another domain.
Results: This study presented corpus-based analysis os-dm®ain experimentation using different
type of corpus to validate the consistency of #aponse classifier that delimits the searchingesfac
ranking. The open-domain quality for classificatemranking architecture was tested on two mixed-
initiative, transaction dialogue corpus in theatservation and emergency planning. Results showed
consistent distribution accuracies in both clasatfon and ranking experiment, indicating that the
approach is viable for cross-domain implementatioBsnclusion: The ability of a response
generation system to directly learn response utte®m from the domain corpus suggested the
possibility to build a dialogue system by feedimg tearning module with a target corpus and the
system learned the response behavior directly frentraining corpus.

Key words: Corpus-based,open-domain, classification-and-ranking, naturahglzage generation,
dialogue systems

INTRODUCTION Overgeneration-and-ranking architecture evades
linguistic decision-making process of grammar and
Response generation is essentially the naturdemplate-based (Varges and Purver, 2006; Langkilde
language generation component in dialogue system&nd Knight, 1998; Bangalore and Rambow, 2000;
Many response generation systems are lackingfarciniak and Strube, 2004; Reiter and Mellish, 299
robustness in implementation. This is attributedh®®  Nonetheless, although generation is robust, it is
high degree requirement of linguistic specificatipn expensive because learning the language model is
which is manual construction of grammar rules toperformed statistically. This means, every altéveat
generate response utterances (Varges and Purvér 200ealization and its probabilities have to be calted
Ward, 1994). This problem has, in turn, motivated t individually. Language models are also known toehav
statistical approach to automatically learn languagdels  built-in bias in producing short strings because th
from the corpus so the response generation systemst likelihood of a string is determined by joint prdiiity
have to depend on grammar rules anymore. Iof the words (Belz, 2005). As opposed to generation
overgeneration-and-ranking (Langkilde and Knigh98d),  sentences, this bias is not desirable for generaiio
utterances are generated either through minimadbased  dialogue utterances because utterances rendetiamen
transformation or statistical language distributionall  in the form of speech actions. Therefore, all stiatally
possible combinations, including fragments. A sagar realized utterances should be weighted based on
ranking module is required to rank the candidatententions and should be treated as equally good
utterances and select the best response from nkinga realizations regardless of length, in fact, regessllof
stage. grammar.
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To cater for short strings, classification-and-  mput Bayesian Response Entropic Response
ranking architecture (Mustaptea al., 2008) advocates ~ Utiereace | Classifier |7 Class %) Renker |7 Uticrance
for intention-based response generation  with
independent domain representation. The philosophyig. 1: Classification-and-ranking architecture
behind the architecture is that the generationesyst
learns to manage its own response strategies lmsed _ _
corpus. Possible responses are deliberately cHosen [ Is this the subject of utterance? ]

dialogue corpus rather than wholly generated, s th v W
approach allows short ungrammatical utterances - "

(fragmentsf) has_ long as they satisfy :]he |nt]t¢nded Is the utterance has been Tag as Topic
meaning of the input utterance. Because the aathite left-dislocated?

assumes that each user utterance represented ® son

context has its counterpart response, learninghsist Yes / \ Mo
and the response generation system should be @ble t
cross domain. [ Tagas Focus ] [ Tag as Topic ]

Classification-and-ranking generation: Figure 1 shows
the two-staged process in classification-and-ramkin Fig. 2: Decision tree for topic and focus extractio
architecture. The first component is a Bayesiaasifier
to classify user utterances into response classssdlon To distinguish between the utterances within thaesa
intentions of user input utterance. The secondopical classification, classification-and-ranking
component is an entropic ranker that scores th@dvocates for focus of attention (McKeown, 1985) to
candidate response utterances in each response cla@onstrain the information that needs to be consitler
according to semantics relevant to the input uttega Wwhen deciding which response to realize. Because th
The basic mechanic is to find the most coherentlialogue utterances are classified into topicsefioee,
response class where the possible responses fiaside focus will bind the response best to a particutgrut
Next is to access the relevance of response céaedida utterance.
in that particular response class, which satisfies Nonetheless, the set of dialogue utterances
intentions of user input utterance. classified under the same topic may communicate
Classification of response utterances is necessadgjifferent meaning altogether, even when boundeti wit
in order to delimit the searching space for ranking the focus. The second level of discrimination waira
utterances. Classification-and-ranking advocates fofor the worth of the knowledge itself encoded irclea
domain-independent  generation system throughiesponse utterances. This means utterances must be
knowledge abstraction of utterances using some slomaabstracted out into domain attributes so meastiring
ontology that is general enough for similar formativeness is possible. Extraction of topic &mclis
representation in another domain. Hence, the ssrpuis based on Information Structure Theory (Halliday,
based learning is consequently challenged by thigyab 1967) that adopts topic articulation as the filstreent
to model the domain contextual knowledge such thatn the sentence. Hence, topics are accessed degendi
the knowledge encoded in each utterance may ben the structure of utterances such as assertive,
ranked as more informative from one another. Previo imperative and interrogative.
works on open-domain dialogue systems focus on Figure 2 illustrates the decision tree to exttapic
dialogue modeling through domain-independentand focus. While information structure does not
semantic input for over generation and an out-offrimarily affect the truth conditions of utterances
domain language model like newswire or Penndoes affect the packaging hence the emphasis of the
Treebank for ranking (Chest al., 2002; Chambers and utterances. Formalism of the domain attributes kenab
Allen, 2004; Sharif and Saad, 2005). the domain to be extended or replaced, hence making
the response generation system more robust and
Dialogue modeling: The rudimentary approach to domain-independent.
modeling dialogue utterances lies in the way utieza are
classified into in the first place, which is thréutppical MATERIALSAND METHODS
contributions of the utterances. This means, uiters
that are grouped together have topic as the common The objective of a secondary, cross-domain
factor, but the relation of the topic tontaxt varies. experimentation using a different body of corpusois
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evaluate ability of the intention-based, classtfma&  human-human, while SCHISMA is collected through a
and-ranking response generation to classify ankl iran simulated Wizard-of-Oz experiment. Two, MONROE
another domain. Because the architecture assume tie speech-based, which means that the corpus is
existence of dialogue act-annotated dialogue corpusollected in audio files and annotation is through
based on DAMSL (Core and Allen, 1997) annotationlistening to the audio corpus. SCHISMA on the other
scheme, the secondary corpus must have at leasand is text-based. Three, the number of dialoguies
grounding and speech acts in order to run comparati MONROE is small in size (which is only eight
experiment. The experiments described in this study dialogues) but are lengthy as compared to the dvoall
performed comparatively using two corpus, namelycompact 64 dialogues of SCHISMA. Table 1 shows
SCHISMA (Hoeveret al., 1995) and MONROE (Stent, statistical comparison between SCHISMA and
2000). MONROE corpus.

In sourcing the corpus, three existing corpora are
dialogue-act annotated, which are SWITCHBOARD Bayesian classification experiment: The objective of
(Daniel et al., 1997), TRAINS-93 (Alleret al., 1995) response classification task in the classificatod-
and MONROE (Stent, 2000). While SWITCHBOARD ranking architecture is to determine which of a ket
corpus has been annotated with speech acts usingrasponse classes that the user input utterancedselo
variant of DAMSL coding, only parts of TRAINS-93 to. Response classification is performed using Biaye
corpus has been annotated with speech acts using thetworks to find the recognition accuracy of cotrec
same annotation scheme. Nevertheless, MONROIgredictions for response class rc, given the user
corpus has been tagged with complete conversatibn autterance U, or simply P(response class|userantte).
behaviors, which are turn-taking, grounding andespe

acts, argumentation acts, as well as initiative. U:  What will be on the theatre next week (19 March)
S:  There is no show on that date
U: And on 18 March?

SCHISMA corpus: The SCHISMA corpus prOVideS S:  Inthe period 19 March 1994 until 20 March 1994
insights into user behaviors and typical languagssi you can go to deelder denkt and Indonesian Tales
in a limited theater reservation domain. Among the U: At what time deelder starts?

objects to perform theater reservation are titiated St The show starts at 20:00

U:  How much does it cost?

and are there still places?

Do you have a reduction card?

No

The price for the show deelder denkt is £26.00

genre and artist. The entire SCHISMA corpus is
constituted by 64 dialogues of varied length, each
consist of a single or a sequence of inquiry and
transaction dialogues. SCHISMA is also readily
annotated with conversational acts. Excerpts of U ndtherearestll 82 places free
dialogues in MONROE are illustrated in Fig. 3.

waowc

Fig. 3: Excerpt of dialogues in SCHISMA corpus
MONROE corpuss The MONROE corpus is a

. . . . . S:  so gabriela
collaborative problem-solving task in disaster scén 0
set in Monroe County, New York. Disaster scenarios s: at the Rochester airport there has been a bomb attack
include car accidents, natural disasters like flaod U ohmy goodness

snow storms, request for medical assistance, dr civ  S:  butit’s okay
disorders. Given a particular emergency task, the [ Whereisi 5
dialogue participants are expected to coordinalp he 3. Jif;lf.ffﬁf’;the Riochesier aitpott
for the task. Among the objects to coordinate fothiis S: [i]it's
domain include people, roads, vehicles, crews and U: ithinkihave a disability with maps
equipment. Because of the complexities in the U: haveiever told you that before
collaboration task, the corpus is essentially longih % alocaed on brooks avence
1,568 lines of utterances even though it existeigit
dialogues. Excerpts of dialogues in MONROE areFig. 4: Excerpt of dialogues in MONROE corpus
illustrated in Fig. 4.
MONROE is similar to SCHISMA in terms of Table 1: Statistical comparison between both carpor

richness of the domain, whereby there are differenﬁzg’gzr o daiogue S(SC“H('S(';M MOQ‘E(%E
types of objects that can be manipulated :_;md. &ON\ mber of utterance 2047 >899
that can be performed. However, MONROE is differentnumber of turns 1.723 1.758
from SCHISMA in three aspects. One, the dialoguies a Number of word 20.565 19.328
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Table 2: Features represented as nodes in Bay®ssianorks adjacency pairs from input and response utteralce p
Features Node Type turn throughout the course of conversation. While
Context cX Scalardjyision of response classes maintain at the saramtity,
Topic T Scalar h th | litati o
Speech act FLE Scalar however, the response classes are qualitative efner
Grounding act BLF scalar they are unique from corpus to corpus. Table 3 shitne
Mood M Scalar  response classes for both SCHISMA and MONROE
Control C Scalar corpus
Role R Scalar Th. | ificati . t is divided into t
Turn-taking act TU Scalar e classification experiment is divided into two
Argumentation act N Scalar cases. Case 1 is using conversation acts featurids w
Response class RC Scalar Case 2 is exploring time-series features. The Gasle

1 is to investigate the impact of intentions in an
Table 3: Response classes for SCHISMA and MONROE utterance under the interpretation of a conversatio
SCHISMA MONROE  framework, based on Conversation Acts Theory (Traum
Title Emergency  gnd Hinkelman, 1992). This theory enables dialogue
Genre Condition deli t t int ti f intenti at al
Artist Victim modeling to capture interaction of intentions at a
Time Time levels during communication. The theory distingessh
Date Distance four levels of action that are necessary for maiirig
Review Landmark  coherence and content of conversation, which are
Person Scene h t di t t taki t d
Reserve Map speech acts, grounding acts, turn-taking acts an
Ticket Vehicle argumentation acts.
Cost Crew The goal of Case 2 is to investigate the impact of
Avall Location features extracted from previous n user input attees,
Reduce Equipment if th . . . fromi
Seat Station if the semantic or pragmatic representation fromieza
Theater Hospital conversation has any influence over the accuraeyina
Other Other classification of response utterance. Classificatim

. e o both SCHISMA and MONROE is using the same set of
The decision rule for the classification experimeént featyres but with values specifically extractechirthe
given Eq. 1, wherefc is the estimate of the correct respective corpus. For each case, a 10-fold cross-

response class: validation is performed to split the data into riag

fc=argmaxP(U|rc)P(rc (1) and testing sets.
0OR . . . . -
e Entropic ranking: Having identified the correct

Features from user utterances in both SCHISMAlesponse class, second stage of the intention-pased
and MONROE corpus are characterized into two levelsclassification and-ranking architecture is to idignthe
semantic features and pragmatic features, which areest response utterance within the particular class
represented as nodes in the Bayesian networks &anking is performed separately for each respolass ¢
shown in Table 2. Semantic features are (1) corteatt  from the Bayesian classification module, specific t
represents the global topic and (2) topic thatespnts SCHISMA and MONROE.
the topic of user utterance. Pragmatic features(Bre The response class rc holds a set of possible
speech act (FLF) that represents the intentionsef;u response utterances.fs...rz} from the repertoire of
(2) grounding act (BLF) that represents theresponses R. The goal of the ranking module is to
acknowledgement of user; (3) mood that states theutput a single response utterande{rir,...rg} in
linguistic mood of user utterance; (4) control thatrespond to the user; by choosing the responsetéth
represents the party who holds the control initgt{5)  highest probability score.
role that tells what the role of the system is lmtt The probability model is defined over R x S, where
particular utterance; (6) turn which representsttia- R is the set of possible response utterances andh®
taking act in user utterance and (9) argumentatian  set of corresponding semantic features to eaclonssp
represents the argumentation acts in the currenttterance. The set S consists of both local antaglo
utterance. knowledge for the response database R. Local

Given the set of semantic and pragmatic features iknowledge are features extracted from response
each user input utterance, the response classeserc utterances in training corpus, while global knovdeds
being manually tagged according to the topic of thesupplied by semantic input from user utterance. The
utterances. Tagging faithfully adapts to patterrfs ofeatures are described in Table 4.
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Table 4: Local and global knowledge for R Entropic ranking: The baseline accuracy to randomly
S Features  Descriptions pick a response utterance is 21.8% in SCHISMA and
Local rtopic Topic of conversation in responsetathce 23.8% in MONROE. Table 6 shows the results for
Local rfocus Focus of attention in response attee . - .

Local Hif Speech act for response utterance ranking experiment in response cla_lgses. Note that
Local rblf Grounding act for response utterance response classes are topical and specific to eapis:

Local da Domain attributes in response utterance

Global  ufocus Focus of attention in user utteganc DISCUSSION

Using both local and global features to model the Table 7 summarizes the result for both
probability distribution, each evidence in the niag  classification and ranking experiments using twis s¢
data has M feature functiong(f, {rir,...rs}, s} where ~ corpus, SCHISMA and MONROE. The results for
rOR, €IS and m = 1, ..., M. The probability model for classification cases in MONROE, although lower, are
our Entropic ranking of response utterance yconsistent to results in SCHISMA. The first factoat

conditioned to features s is defined as Eq. 2, e/hgr contributes to the differences in accuracy pergmia

- ; ; : the size of the dialogue corpus. In the case of
is the weights associated with each feature m aed t ) o 2 PEe
normalizing function Z(s) is defined in Eq. 3. Give MONROE, albeit the 6% deviation in word counts of

this modeling equation, we arrive at the decisige in SCHISMA and MONROE, SCHISMA is made up of
) ' 64 dialogues compared to 8 dialogues of MONROE.
Eq. 4: The high number of dialogues indicates that the
1 " dialogues are shorter, more compact, hence the
p(r{rlrz...rR},s)=exp{ZAmfm(r,({rlrz...rp},s} (2) extraction of semantics and pragmatics features are
Z(s) =1 more accurate. In MONROE, dialogues are stretcbed t
y a longer span; hence include distortions in terfnsub
Z(s)=2, exg 2 Aa b (. ({1 r2..,rR},S} ©) of topic discussion or a lengthy explanation thatry
' m=1 the same semantic information, thus insignificamt i
context. Consistent with results from SCHISMA,
f=argmaf p(r|{rs .5 }s) results from the experiment show that time-series
TR (4) experiments from Case 2 in MONROE do not
significantly improve the classification accuracg a
shown in Table 5. In addition, regardless the iaseg
the accuracy rate will deteriorate as we add more
The maximum entropy model will rank all the utterances from the history of conversation. Theans
response utterances according to local and globahcorporating more features from previous utterance
features from response utterances as listed ineTébl only increase the recognition accuracy insigniftban
Assuming the response class rc supplied by thdhe most important observation is the accuracysrate
classification module is correct, training anditegtvas  tend to fall once the features are dragged acuorgger
performed separately for all 15 response classes &pan of dialogue utterances.
shown in Table 3. As for the ranking experiment, while division of
response classes maintain at the same quantity,
RESULTS however, the classes are unique for both SCHISMA an
MONROE. The lower ranking accuracies from
MONROE corpus as shown in Table 6 are consistent
with the distribution of results in SCHISMA corpus.
This can be seen from Fig. 5, which illustrates the
accuracy distribution for response classes in both
corpora. The consistent distribution pattern shete
intention-based classification-and-ranking response

=arg ma{i)\m f, (r{nn..R },s)}

roRr

Bayesian classification: The baseline accuracy for the
classification experiment is the majority baseline,
which is taken from relative frequency of the most
frequent response class. The baseline for SCHISMA i
16.3% coming from the class reserve. The basetine f
MONROE is 22.3% coming from the class V?hid?'generation is able to cross domain.

Table 5 shows the results for response classificati Classification-and-ranking generation provides a

experiments using different set of features forhbot principled way to combine pragmatic interpretatiofs

SCHISMA and MONROE. ~ user utterance and informativeness of the response
Note that experiments in Case 2 are consideringterance as the basis for knowledge abstracticais®

semantic and pragmatic features from current utt&a takes over the responsibility of dialogue manager

up to three levels of previous utterances, whick arthrough intention-based dialogue modeling. This

represented as topic-n or FLF-n for semantic cdnterapproach sidesteps the entire generation but bhstea

and intentions, respectively. performs corpus-based learning through classificati
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Table 5: Comparative results for response classifin

Accuracy (%)

Semantic features Pragmatic features SCHISMA MOER
Context, Topic Case 2, Negotiation 73.9 64.8
Context, Topic Turn, FLF, BLF, Negotiation 74.0 64.8
Context, Topic, Topic-1 Turn, FLF, BLF, Negotiatio 74.1 64.9
Context, Topic, Topic-2 Turn, FLF, BLF, Negotiatio 73.2 64.9
Context, Topic, Topic-3 Turn, FLF, BLF, Negotiatio 72.8 64.7
Context, Topic Turn, FLF, BLF, Negotiation, FLF-1 73.6 65.0
Context, Topic Turn, FLF, BLF, Negotiation, FLF-2 73.8 64.6
Context, Topic Turn, FLF, BLF, Negotiation, FLF-3 73.4 62.4
Table 6: Comparative results for ranking

SCHISMA MONROE
Response class No. of instances Error rate Accypaty Response class No. of instances Error rate  curacy (%)
Title 104 9 91.3000 Emergency 148 24 83.8
Genre 28 1 89.3000 Condition 21 3 85.7
Artist 42 4 90.5000 Victim 141 19 86.5
Time 32 3 90.6000 Time 78 16 79.5
Date 90 13 93.3000 Distance 19 0 100.0
Review 56 5 89.3000 Landmark 6 1 83.3
Person 30 3 96.7000 Scene 270 77 71.5
Reserve 15 0 3179.30 Map 20 0 100.0
Ticket 81 2 97.5000 Vehicle 350 122 65.1
Cost 53 4 90.6000 Crew 270 75 72.2
Avail 14 1 92.9000 Location 19 2 89.5
Reduce 73 3 93.2000 Equipment 53 5 90.6
Seat 94 6 93.6000 Station 8 1 87.5
Theater 12 1 100.0000 Hospital 53 9 83.0
Other 61 10 80.3000 Other 112 22 80.4

920 91.2 1,568 84.0

Table 7: Summary of results

Task SCHISMA (%) MONROE (%)
Classification 74.0 64.8
Ranking 91.2 84.0

100

"\',4—0—-/
= 90 \
= 80
=
27 70
= 60
=
= 50
sn
£ 40
-
£ 30
& —+—SCHISMA
10 MONROE
0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Response dasses

The main problem with recognition accuracy lies in
features extractions, whose successful rate highly
depends on size of the dialogue corpus. In the oase
MONROE, albeit the 6% deviation in word counts
between both corpus, SCHISMA is made up of 64
dialogues as compared to 8 dialogues in MONROE.
The high number of dialogues indicates that the
dialogues are shorter, more compact, hence the
extraction of semantics and pragmatics features are
more accurate. In MONROE, however, dialogues are
stretched to a longer span, hence may include
distortions in terms of out of topic discussion ar
lengthy explanation that carry the same semantic
information, thus insignificant in terms of context

MONROE corpus is also a speech-based, human-
human conversation. A number of complications may
arise in tagging the initial dialogue acts aloner f
instance, frequent overlaps lead to annotators’

Fig. 5: Distribution of ranking accuracies betweendisagreement on tagging the dialogue acts are tegpor

SCHISMA and MONROE

Although a ranking component exists, the rankeksan

in (Stent, 2000). Distribution of semantic featuies
often skewed because human-human conversation tends
to have many fillers and irrelevant remarks, inahgd

the response utterance on basis of relevance witontinuers or backchannels like “hmm” and “uh-uh”.

regards to the input, therefore carries more wegght
the resulting utterance must be coherent.

mutual human-human conversation also tends to &xhib
more adjacency pairs of assertion-agreement réther
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