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Abstract: Nowadays, the demand of transmitted information over networks increase rapidly and the 
demand for steady bandwidth seems to be out of control. Particularly organizations need to provide 
updated data to users that might be geographically remote and handling a vast amount of requested 
data distributed in multiple sites. Problem statement: Replication in distributed environment has 
become increasingly popular due to its high degree of availability, fault tolerance and enhance the 
performance of a system. These advantages of replication are important because it enables 
organizations to provide users with access to current data anytime or anywhere even if the users are 
geographically remote. However, this way of data organization also introduces low data consistency 
among replicas when changes are made during transactions. The need to have a system to monitor this 
data replication arises. Approach: Read-One-Write-All Monitoring Synchronization Transaction 
System (ROWA-MSTS) has been developed to solve this problem by using Rapid Application 
Development (RAD). Results: ROWA-MSTS helped to monitor the replicated data distribution over 
multiple sites while maintaining the data consistency. Conclusion: Results showed that ROWA-MSTS 
solved the distributed concurrency transactions and guarantees the data consistency in distributed 
systems. 
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INTRODUCTION 

 
 In the world where internet does all the business 
nowadays, the demand of transmitted information over 
networks increase rapidly and the demand for steady 
bandwidth seems to be out of control. Particularly, 
organizations need to provide updated data to users that 
might be geographically remote while handling vast 
amount of requested data distributed in multiple sites. 
In modern distributed systems, replication receives 
particular attention for providing high data availability, 
fault tolerance and enhance the performance of the 
system  (Gao et al., 2005;  Mat Deris et al., 2004; 
Tang et al., 2006). It is an important mechanism 
because it enables organizations to provide users with 
access to current data where and when they need it. 
Ensuring efficient access to such a huge network and 
widely distributed data is a challenge to those who 
design, maintain and manage the grid network. The 
availability of a certain data at a huge network is one of 
the issues that still unsolved.  

 An ideal distributed file system provides 
applications strict consistency, i.e., a guarantee that all 
I/O operations yield identical results at all nodes at all 
times (Bernstein and Goodman, 1984; Zhang and 
Honeyman, 2004). In a replication system, the value of 
each logical item is stored in one or more physical data 
items, referred to as its copies (Zhang and Honeyman, 
2004). Each read or write operation on a logical data 
item must be mapped to corresponding operations on 
physical copies. Of course this way of data organization 
introduces low data consistency and data coherency as 
more than one replicated copies need to be updated. 
Expensive synchronization mechanisms are needed to 
maintain the consistency and integrity of data among 
replicas when changes are made by the transactions. 
This suggests that proper strategies with minimum 
communication cost are needed in managing replication 
and transactions in distributed systems.  
 There are many examples of replication schemes in 
distributed systems. Among them are based on 
synchronous replication (Holliday et al., 2003; 
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Stockinger, 2001; Noraziah et al., 2006), which deploy 
quorum to execute the operations with high degree of 
consistency and ensure serializability. Synchronous 
replication can be categorized into several schemes, i.e., 
all -data-to-all-sites (full replication) and some-data-
items-to-all-sites. However, full replication causes high 
update propagation, high storage capacity and difficult 
to maintain the data consistency (Gao et al., 2005; 
Budiarto and Tsukamoto, 2002; Mat et al., 2004). One 
of the simplest techniques for managing replicated data 
is Read-One-Write-All (ROWA) technique. Read 
operations on an object are allowed to read any copy 
and write operations are required to write all copies of 
the object (Budiarto and Tsukamoto, 2002). 
 In this study, we recall the replication concept and 
ROWA model. Next, we present the framework of 
ROWA-MST and show the implementation of ROWA-
MSTS. Next, we present and analyze the result of 
implementation.  
 

MATERIALS AND METHODS 
 
System model: Replication is an act of reproducing. It 
also addresses the management of the complete copying 
process (Buretta, 1997). Any type of data processing 
object can be implemented. These include the data files; 
entire databases, specific tables, data within a specific 
tablespace; service types such as Telnet, File Transfer 
Protocol (FTP) and Simple Mail Transfer Protocol 
(SMTP). 
 
Read-One-Write-All (ROWA): The simplest 
technique for managing replicated data is Read-One-
Write-All (ROWA) technique. A read operation is 
allowed to read any copy of data. Meanwhile, a write 
operation is required to write all copies of data. All of 
the replicas have the same value when an update 
transaction commits. ROWA works correctly since a 
transaction processes from one correct state to another 
correct state. This technique has the lowest 
communication cost of read operation. This is because 
only one replica is accessed by a read operation. An 
available copies technique proposed by Bernstein and 
Goodman (1984) is an enhance version of ROWA 
technique, in terms of an availability of the write 
operations. Every read is translated into read of any 
replica of the data object. Meanwhile, every write is 
translated into write of all available copies of that data 
object. This technique handles each site either it is 
operational or down. All operational sites can 
communicate with each other. Therefore, each 
operational site can be independently determined 
which sites are down, simply by attempting to 

communicate with them. If a site does not respond to a 
message within the timeout period, then it is assume to 
be down. Nonetheless, writing is very expensive when 
all copies are available. The read-write transactions 
have been forced to write all replicas. 
 

RESULTS AND DISCUSSION 
 
Implementation of ROWA-MSTS: The framework of 
ROWA-MSTS involves 5 phases lock that includes 
initiate lock, propagate lock, obtain lock, update, 
commit and release lock. Figure 1 shows the locking 
phases of ROWA-MSTS.  
 Each of server used this phases when there are 
invoking transaction request to update data. Figure 2 
shows the framework of ROWA-MSTS between 2 
servers.  
 This experiment was done in shell programming 
with File Transfer Protocol as the communication 
agent. Bourne Again Shell (Bash) is used as command 
line editing since support command line editing and 
jobs control facilities. The job control includes great 
flexibility in handling the background process. Ubuntu 
9.04 Jaunty distribution is used as the platform for the 
replicated server. Lock status is important in run level. 
It indicates the current status for the server in the 
distributed system. Table 1 shows the status lock set in 
ROWA-MSTS.  
 

 
 
Fig. 1: Locking phase 
 

 
 
Fig. 2: ROWA-MSTS between 2 servers 
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Table 1: Status lock for ROWA-MSTS 
Lock 
status Description 
0 If the lock status is set to 0, means that the server is ready to  
 accept any transaction from other server. 
1 If the lock status is set to 1, then the server is not available 
 for any transaction or might probably busy with other 
 transaction. 
2 If the lock status is set to 2, the server is initiating the 
 transaction or become the primary server. 
 
Table 2: Master-neighbor coordination  
 Neighbor 
Primary -------------------------------------------------- 
B: A: C: 
172.21.140.192 172.21.140.44 172.21.140.33 
 
Table 3: ROWA-MSTS handle the transaction 
Replica time A B C 
t1 Unlock(x) Unlock(x) Unlock(x) 
t2  Begin transaction 
  Write_lock(x) 
  Counter  
  write(x) = 1 
  wait  
t3 Propagate  Propagate 
 lock: A  lock: C 
t4 Lock (x)  Lock (x) 
 from B  from B 
t5  Get lock A 
  Count_write = 2 
  Get lock c 
  Count_write = 3 
t6  Obtain quorum 
t7  Acknowledge  
  client 
  Update x 
t8 Commit Commit 
 Tx,t = 8 Tx,t = 8 Commit Tx,t = 8 
t9 Unlock(x) Unlock(x) Unlock(x) 
 
 In this experiment, no failures are considered during 
the transaction execution. The experiment aims to 
preserve the file consistency of during the execution. To 
execute the system, 3 replication servers are deployed. 
Each of the servers was connected to each other via fast 
Ethernet router. Table 2 shows the coordination between 
master and neighbor coordination. 
 Consider a case where transaction come to update 
data file x at server B. The ROWA-MSTS will 
implement the framework of ROWA-MSTS during the 
file replication.  
 PC A have the highest time taken for each lock to 
complete most probably because the location of the 
server is further compared to distance of PC C to master 
server, PC B. PC C has less time taken to complete each 
lock since it is located nearer to the PC B. However, the 
time for PC B is decrease to 0 because as master server, 
PC B only need to initiate lock and monitor the 
transaction  and  not  involved  in  the   locking  phase. 

 
 
Fig. 3: Graph locking phase over time 
 
Figure 3 shows the graph looking phase over time. 
From Fig. 3, it can be concluded that the time taken for 
each lock to be completed are consistent.  
 

CONCLUSION 
 
 Based on experiment and result, it shows that 
ROWA-MSTS solves the distributed concurrency 
transactions and guarantees the data consistency in 
distributed systems. This is due to the transaction 
execution is equivalent to one-copy-serializability.  
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