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Abstract: Problem statement: The process of epilepsy diagnosis from EEG sigbglsa human
scorer is a very time consuming and costly tasksicieming the large number of epileptic patients
admitted to the hospitals and the large amountatd deeds to be scored. Therefore, there is agstron
need to automate this process. Such automatednsysteist rely on robust and effective algorithms
for detection and predictiopproach: The proposed detection system of epileptic seirufeEG
signals is based on Discrete Wavelet Transform (pVefmd Swarm Negative Selection (SNS)
algorithm. DWT was used to analyze EEG signalsifédérént frequency bands and statistics over the
set of the wavelet coefficients were calculatedntooduce the feature vector for SNS classifiere Th
SNS classification model use negative selectionR®@ algorithms to form a set of memory Artificial
Lymphocytes (ALCs) that have the ability to distimgh between normal and epileptic EEG patterns.
Thus, adapted negative selection is employed tatera set of self-tolerant ALCs. Whereas, PSO is
used to evolve these ALCs away from self patteomgatds non-self space and to maintain diversity
and generality among the ALCResults: The experimental results proved that the proposethoa
reveals very promising performance in classifying@&signals. A comparison with many previous
studies showed that the presented algorithm hdsrlyessults outperforming those reported by earlier
methods.Conclusion: The technique was approved to be robust and eféedti detecting and
localizing epileptic seizure in EEG recording. Henthe proposed system can be very helpful to make
faster and accurate diagnosis decision.

Key words: Electroencephalogram, epileptic seizure, discretevelet transform, particle swarm
optimization, artificial immune system

INTRODUCTION amounts of data are generated by EEG monitoring
systems for electroencephalographic changes, make
The brain activity can be measured in variety oftheir complete visual analysis is not routinely gibke.
ways such as Magneto Encephalogram (MEG) and In the framework of the epilepsy, when diagnosed
optical images. However, the most popular one igroperly, about 75% of the epilepsy cases can be
Electroencephalogram (EE[&S. Therefore, the EEG effectively treated based on current therapies:
has long been an important clinical tool in diagngs Medications or surgical treatments. Unfortunatety i
monitoring and managing of neurological disorderscase of surgical treatments, the patients undesgg |
especially those related to epilepsy. Signals ofSEE presurgical evaluations. Bulks of multi-channel EEG
contain a wide range of frequency componentsrecordings are acquired during this period for diag
However, the range of clinical and physiological on the areas of the brain to be removed. The visual
intereStS iS betWeen 0.5 and 30 Hz. ThIS I’ange igcoring Of the EEG records byahuman scorer m‘Me
classified approximately in a number of frequency, very time consuming and costly 29k The other
bands as fo”?‘e’,}’ﬁ (0.5-4 H2) 6 (4-8 H2),a (8-13 H2), 7504 of individuals with epilepsy have seizures tat
B (13-30 Hz) . Since there is no definite criterion uncontrollable. The most promising therapies for
evaluated by the experts, visual analysis of EEBa#5  medically resistant epilepsy are implantable device
in time domain may be insufficierlt  Also large that deliver local therapy, such as direct eleatric
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stimulation or chemical infusions, to affected e of signals using Lyapunov exponents as features.
the braifi>. For effective performance, these Lyapunov exponents were computed based on a
treatments will rely on robust algorithms for se&u technique related with the Jacobi-based algorithms.
detection and prediction. Derya Ubeyl[llo] used eigenvector methods for feature
Hence, automated systems to recognize EE@xtraction and multiclass SVM for classification
changes have been under study for several yearst Madecision.
of these detection systems use approaches conunyg fr However, the algorithms of Artificial Immune
area of Artificial Intelligence (Al). However, such System (AIS) have not been widely explored in the
systems basically use either of two different inputfield of EEG-based diagnosis. Yet there exist in
representations: The raw EEG signal or the extdacteliterature only very few studies in which AIS were
EEG features. In the former case, the raw EEG kigna applied to epileptic - seizure detection. Polat and
presented to the classifier after a proper scading Guzelid™ used Artificial Immune Recognition System
windowing. In the second case, the extracted featur (AIRS) with fuzzy resource allocation for EEG
such as Wavelet Transform (WT) coefficients areClaSSiﬁcation in a hybrld SyStem with three Stages
presented to a classification model for trainingl an Feature extraction using Welch (FFT) method,
testing purposes. d|men_5|on_allty r_educt|0n using PCA and EEG
A wide range of Al techniqug'sll] have been pla55|f|cat|on using AI_RS. Therefore, this study
proposed in the literature to solve the problem ofniroduced an artificial immune system approach for
seizure detection in EEG signals. Alkanal.™ used ep|lept|c seizure detection t.)aSEd on negative '?”"ETC
EEG power spectra extracted by Multiple SignalaIgonthm (NSA) and Particle .Swarm Opt|m|zat|on
Classification (MUSIC), Autoregressive (AR) and (PSO) named Swarm Negative Selection (SNS)

periodogram methods as inputs to Logistic Regressioalgomhm'
(LR) and back propagation neural networks (BPNNSs)
classifiers. Their experiments showed that BPNN was

. 2],.
more accurate than the LR. Acir and Guzelis In this study, the epileptic seizure detectiofE G
introduced an epileptic seizure detection methagbda signals was performed in two stages: Feature didrac

on Support Vector Machine (SVM). The raw data fed t ysing the discrete wavelet transform and classitioa
the SVM after it filtered using AR-based modifiedm using the swarm negative selection algorithm.

linear digital filter. Further extended by Adlr two

discrete perceptron were used to filter the data foEEG data: Our study used the publicly available
modified Radial Basis Function Network (RBFN) gataset described in Andrzejakal ™. In this dataset,
classifier. Suba&i decomposed EEG signals using WT || EEG signals were recorded with the same 128-
into the frequency sub-bands which then used as aghannel amplifier system, using an average common
input to feedforward error backpropagation ANN reference. The data were digitized at 173.61 sasnple
(FEBANN) and Dynamic Wavelet Neural Network per second using 12 bit resolution. Band-passr filte
(DWN). The experiments had been approved tr51at theettings were 0.53-40 Hz (12 dB/oct). The complete
DWN was more accurate than the FEBANN.”|n data set consists of five sets (denoted A-E) each
Subasi showed that a Dynamic Fuzzy Neural Networkontaining 100 single channel EEG segments of 23.6
(DFNN) classifier achieved best than neural networksec duration. These segments were selected ammitut
model. The Mixture of Experts (ME) neural network from continuous multi-channel EEG recordings after
was implemented by Sub&ifor classification of the Visual inspection for artifacts, e.g., due to mascl
EEG signals using the features extracted by WT. AaCtivity or eye movements.

hybrid system with two stages: Feature extractiging Sets A and B have been taken from surface EEG

Fast Fourier Transform (FFT) and decision makingrecordlngs_that were carried out on five healthy
using decision tree was developed by Polat ane{olunteers in an awake state with eyes open arstdlo

7] . respectively, using a standardized electrode plaoém
Guzelis’. Also, Guler and Ube)ﬁ? applied a two stage scheme. Sets C, D and E originated from EEG archive

system for classification of EEG signals: Feature,s presurgical diagnosis. EEGs from five patieneav
extractions using WT and signals classificationebas selected, all of whom had achieved complete seizure
on adaptive neuro-fuzzy inference system (ANFIS)control after resection of one of the hippocampal
model. Guleret al.” evaluated the diagnostic accuracy formations, which was therefore correctly diagnoted
of the Recurrent Neural Networks (RNNs) on the EEGbe the epileptogenic zone. Segments in set D were
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recorded from within the epileptogenic zone andsého Both the T-Cell and B-Cell created in the bone
in set C from the hippocampal formation of the marrow and they have receptor molecules on their
opposite hemisphere of the brain. While sets Cand surfaces (the B-cell receptor molecule also cahed
contained only activity measured during seizuree fre antibody). The way B-cells and T-cells can identify
intervals, set E Only contained seizure aCtIVIt}gH Specific antigen is called a key and key hole
shovys typical EEG segments, one from each Categor¥elationship as show in Fig.[lﬁ. In this case, antigen

In this study, two sets (A and E) have been usetief and receptor molecule have complementary shapes,

complete dataset.

Artificial Immune Systems (AlS): In the 1990s, AIS
emerged as a new computational research filedredpi
by simulated biological behavior of Natural Immune
System (NIS). The NIS is a very complex biological

network with rapid and effective mechanisms for

defending the body against a specific foreign bod

material or pathogenic material called antf&fn
During the reactions, the adaptive immune syste
memorizes the characteristic of the encountereidemt
by produce plasma or memory cells. The obtaine

memory promotes a rapid response of the adaptive
immune system to future exposure to the same

antigerlulsl. In order to respond only to antigen, the
immune system is distinguishes between what is abrm
(self) and foreign (non-self or antigen) in the podhe

NIS is made up of lymphocytes which are white blood

cells circulate throughout the body, mainly of two
types, namely B-cells and T-cells. These cells pla

main role in the process of recognizing and desty

.9
any antigens .
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Fig. 1: Samples of five different sets of EEG data

Y

therefore they can bind together with a certairdinig
strength, measured as affinity. After a bindingwesstn

an antibody’s paratope and an antigen’s epitope, an
antigen-antibody-complex is formed which result®in
de-activation of the antigen. The B-Cell is already
mature after creation in the bone marrow, wherbas t
T-Cell first becomes mature in the thymus. Howexer

¥ _Cell becomes mature if and only if it does novéa

receptors that bind with molecules that represeift s

Mells. Consequently, it is very important that Th€ell
gan differentiate between self and non-self gg]l.ls

AIS as defined by de Castro and TimAlsare:
Adaptive systems inspired by theoretical immunglog
and observed immune functions, principles and nmdel
which are applied to problem solving”. However AIS
are one of many types of algorithms inspired by
biological systems, such as neural networks,
evolutionary algorithms and swarm intelligence. fEhe
are many different types of algorithms within AlS8da

research to date has focused primarily on the theof
immune networks, clonal selection and negative
selection. These theories have been abstracted into
various algorithms and applied to a wide variety of
application areas such as anomaly detection, patter
recognition, learning and robotica

The negative selection algorithm introduced in
1994 by Forrestt al inspired by the mature T-Cells
of the natural immune system which are self-tolgran
that is mature T-Cells have the ability to distiigu
between self cells and foreign/non-self cells. This
technique is used to train a set of Artificial
Lymphocytes (ALCs) on a set of self patterns tcélé
tolerant and then these ALCs are applied as detect

to classify new data as self oon-seff .

Paratope 4-—\

Idiotope

-«

—»  Epitope
Antibody

Antigen

Fig. 2: Antibody-antigen complex
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In negative selection, any generated ALC is adaed tr, and p = Separately generated random number in the

the self-tolerant set of ALCs if the calculatediraiff/

between the ALC and all self patterns is lower thampy

affinity threshold. The algorithm is summarized ias
Algorithm 1.

Algorithm 1: Negative selection algorithm:

Create an empty set of self-tolerant ALCs as C;
Determine the training set of self patterns as S;
Repeat
Randomly generate an ALG; x
Calculate the affinity between;xand each
pattern in S;
If the calculated affinity with at least one
pattern in S is higher than affinity threshold,
then reject x otherwise add;xo set C;
Until size of C equal to predefined number;

Particle Swarm Optimization (PSO): The PSO

algorithm5 was originally designed by Kennedy and
Eberharf’ in 1995, the idea was inspired by the social

behavior of flocking organisms. The algorithm bejsn
to the broad class of stochastic optimization atbor

range of zero and one
= The previous best location of particle i also
known as pbest

Pgd = The best location found by the entire
population, also known as the gbest
w = The inertia weight

Velocity values must be within a range defined by
two parameters iy and Vhae The PSO with the inertia
weight in the range (0.9, 1.2) on average havettbe

performanc To get a better searching pattern
between global exploration and local exploitation,
researchers recommended decreasirgyer time from
a maximal value w., to a minimal value w,

. 27,28
Ilnearl)} L

Wmax W min Ot

max ®)

w=w

max

where, hax IS the maximum iteration allowed and t is
the current iteration number.

Discrete wavelet transform-feature extraction: The

that may be used to find optimal (or near optimal)pigcrete  Wavelet Transform (DWT) has been

solutions to numerical and qualitative problemsOPS
uses a population (swarm) of individuals (partiles

probe promising regions of the search space. Eacfeatures and loc

particle moves in the search space with a veldbay is
dynamically adjusted according to its own flying

particularly successful in the area of epileptizee
detection due to its capability to captures tramsie
Tg'zes them in both time and fraque
domain accurately. DWT analyzes the signal s(n) at
different frequency bands by decomposing the signal

experience and its companions' flying experienceé aninto an approximation and detail information ustng

retains the best position it ever encountered imarg.
The best position ever encountered by all partioes
the swarm is also communicated to all particles
Depending on the topology, in the local varianthea
particle can be assigned to a neighborhood congisti
a predefined number of particle

The popular form of PSO algorithm is defined as:

Vig(t+1) « wrv (1) +c,r(pig (1) — X4 (1) 1)
*C,0, (pgd (t)- Xig (1)
Xig(t+1) « X () + v, (t+1) 2

Where:

Vig = The velocity of particle i along dimension d

Xid = The position of particle i in d

C1 = A weight applied to the cognitive learning
portion

C = A similar weight applied to the influence of

the social learning portion

sets of functions called scaling functions and vetve
functions, which are associated with low-pass @fm)
high-pass h(n) filters, respectively. Fig. 3 shothe
decomposition process of DWT.

When the WT is used to analyze the signals, two
important aspects should be considered. Firstlg, th
number of decomposition levels. The decomposition
levels number is selected based on the dominant
frequimcy components of the signal. According to
Subasi’, the levels are selected such that those parts of
the signal that correlate well with the frequencies
required for the signal classification are retaimedhe
wavelet coefficients. Therefore in the present wtude
choose level 4 wavelet decomposition. Thus the EEG
signals used in this research were analyzed in¢o th
details D1-D4 and one final approximation, A4. Teabl
shows the ranges of various frequency bands of our
EEG data. Seco fily, type of wavelet. According to
Guler and Ube;ﬁ, the smoothing feature of the
Daubechies wavelet of order 2 (db2) made it more
suitable to detect changes of the EEG signals. élanc
our research, we used the db2 to compute the wavele
coefficients of EEG signals.
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) | DI non-self pattern. The main goal of SNS algorithnois
- evolve ALCs to detect the non-self patterns thateha

S(n) = () _.@E’i not been presented during training. However, nbt al
Al ALCs will detect non-self patterns. Therefore, each

sn) [y ALC that does not detect any non-self pattern is
- A2 replaced by a new one. The steps of the SNS digorit
gn) > are summarized in Algorithm 2.

The negative selection trains an ALC to not match
any self pattern in the training set, therefore it
determine the best ADT for the ALC. In the adapted

Tablel: Frequencies corresponding to different dgmmsition levels ver_S|ons of negative _SeleCt'on algomhm' an ALC is
of the Daubechies order 2 wavelet of EEG datasstdl in  trained to have a maximum ADT that does not overlap

Fig. 3: Sub-band decomposition of DWT

this study with the self patterns. To guarantee a maximum ADT
Decomposed signal Frequency range (Hz) with no overlap with self, ADT of the ALC is set toe
B% gi-;‘:ig-i closest self pattern. However, a pattern will be
D3 10.8-21.7 classified by an ALC as non-self if Euclidean dist@a
D4 5.4-10.8 between them is less than ABT".
A4 0.0-054 The PSO is used in SNS algorithm to evolve a set

of ALCs to be memory ALCs. Then these memory
The computed discrete wavelet coefficients provideaLCs are used to distinguish between self and rmdih-s
a compact representation that shows the energyatterns. Initially the set of memory ALCs is empty
distribution of the signal in time and frequenoyolrder The purpose of the PSO is to evolve one 0ptima| ALC
to further decrease the dimensionality of the eté@ to be added to the set of memory ALCs. However, the
feature vector, statistics over the set of the \edve eyolved ALC is added to the memory ALCs if it
coefficients are uséd The following statistical detected non-self patterns that have not been tdetec
features were used to represent the time-frequencyet by the existing ALCs in the memory set.
distribution of the EEG signals: The main objective of the PSO is to maximize the
ADT of the evolved ALC. In addition to the main
+ Maximum of the wavelet coefficients in each sub-ob]e_Ct!Ve’ the PSO also needs_ to evol\_/e_ an ALC to
band minimize the average overlap with the existing ALEs

 Minimum of the wavelet coefficients in each sub- the set of memory ALCs. Maximizing the distanc_e
band between the new ALC and the memory ALCs set is

* Mean of the wavelet coefficients in each sub-band guaranteed that the evolve(_j .ALC has the lowest
. Standard deviati f th let fficients i average overlap with the existing set of ALCs and
ea?:ﬂ ;;b-baer\lléa ion of the wavelet Coetlicients N, cag greater coverage of non-self space. Therefor

evaluate the quality of an ALC, the fitness of each
particle is calculated based on the negative select

Swarm Negative Selection (SNS) algorithm-EEG  method using the following fitness function:
classfication: The SNS algorithm is a hybrid

classification model based on PSO and negativ
selection algorithms. It has been introduced irs thi
study to classify EEG signals for diagnosis purgose
The SNS algorithm use adapted negative selection té&/here:

train a set of ALCs on a set of normal EEG patternd! = The set of memory ALCs

(self) to be self-tolerant, i.e., the ability totmoatch any € = The ALC which the fitness must be calculated
self pattern. Consequently, PSO is used to evdiee t

ALCs away from self patterns towards non-self space  The £(M,c) is calculated as bellow:

and to maintain diversity and generality among the

%M, c) :%(ADT +f (M, c)) ()

ALCs. _ Zm:d(mi .C)
In SNS, all patterns were represented in space aB (M, c) = = (5)
real-valued vectors and Euclidean distance was ased ° n,

affinity measure. The Affinity Distance Threshold
(ADT) of an ALC is used to determine a match with awhere:
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N, = The number of ALCs in the memory set M |2
m; = The ith ALC in the memory set and d is Euclidean Zl:assess(z
distance between;rand ¢ Accuracy(Z)=-= Z (6)
Algorithm 2: Swarm negative selection algorithm:
Where:
1. Createan empty set of memory ALCs as M
2. Repeat
- . . 1 il calssifv(z)= 7.
a. In|t|a!|ze Ns pgrtlcles (ALCs) using adapted Assess(zF 1 i cassufy(z) zC e
negative selection 0, otherwig
b. While the maximum number of iterations is
not exceeded Where:
i. For each particle z = The patterns in testing set to be classified
+ Evaluate the fitness based on adaptedz.c = The class of pattern z and classify(z) retuhe
negative selection and according to classification of z by classification algorithm
Eqg. 4
. Fi?]d personal best solution pbest For analysis sensitivity and specificity, the
ii. Find the global best solution gbest following equations can be used:
iii. Update each particle using Eq. 1 and 2 T
c. Consider gbest as a candidate memory ALC Sensitivity=—-— (8)
c
d. Classify non-self patterns using c T
e. If ¢ detected new patterns, then add c to theéSpecificity=—-~ 9)

setM
3. Until maximum number of iterations is reached or.

; where, TP, TN, FP and FN denotes true positives, tr
non-self is covered

negatives, false positives and false negatives
respectively.

The SNS algorithm was evaluated on EEG data in
aorder to investigate its performance in detectihg t
epileptic seizures. The data sets A and E have been
selected to represent the normal and epilepticselas
respectively. One hundred EEG segments of 4096 data
points for each class were windowed by 256 discrete
: g, data. Hence, the EEG dataset was formed by 3200
the random sampling of the training data. In k-fold]ceature vectors. For each vector, the DWT coefiitie

cross-validation, the data is partitioned into ksets of at the fourth level (D1-D3, D4 and Ad) were complite

approximately equal size. Training and testing thel_h I
. . : . haf e statistical features that have been calculatexdt
algorithm is performed k times. Each time, onehaf k the set of the wavelet coefficients reduced the

subsets is used as the test set and the otheukskts dimensionality of the feature vectors to 20 dati

are put together to form a training set. Thus,fledént ' Forl all tLZ EEG signgls a/ataset the SNS aulzoorithm
test It ist for the algorithm. H , théds . y .

est results exist for the algorithm. However, & 1has been trained and tested as 40-60 (randomisalect

results are used to estimate performance measores ;
the classification system. P 60-40% (random selection) and 80-20% (5-fold cross

The common performance measures used iNaIidatior_w) regpectively. _T_he class distribution (0] _
medical diagnosis tasks are accuracy, sensitivity a dat@ points in the training and testing dataset is
specificity. Accuracy measured the ability of the summarized in Tgble_z. In the experiments that have
classifier to produce accurate diagnosis. The measiu P€en concluded in this study, EEG signals that have
the ability of the model to identify the occurrenmea  NOrmal activities and epileptic seizure were clessi
target class accurately is determined by sensitivit PY SWarm negative selection algorithm. All the afxtd
Specificity is determined the measure of the apitit ~ results display in Table 3 for 40-60, 60-40 and280-

the algorithm to separate the target class. Th&aining-test partitions. As it is seen in Tal3ethe
classification accuracies for the datasets areutzed  0Ptained test classification accuracies were 9295317
as in Eq. 6: and 99.22%, respectively.
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RESULTSAND DISCUSSION

It is common practice in machine learning and dat
mining to perform k-fold cross-validation to asséss
performance of a classification algorithm. K-folcbss
validation is used among the researchers, to etealua
the behavior of the algorithm in the bias assodiatih
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Table 2: Class distribution of the data points fre training and
testing EEG datasets

Traing Testing Partition of
Class set set Total EEG dataset (%)
Normal 640 960 1600 40-60
Epileptic 640 960 1600 (random selection)
Total 1280 1920 3200
Normal 960 640 1600 60-40
Epileptic 960 640 1600 (random selection)
Total 1920 1280 3200
Normal 1280 320 1600 80-20 (5-fold
Epileptic 1280 320 1600 cross validation)
Total 2560 640 3200

Table 3: The obtained classification accuracy, iseitg and
specificity by SNS algorithm for EEG signals cldissition

Dataset partition Measures (%)

Training-testing Sensitivity ~ Specificity Accuracy
40-60 Random selection  99.94 98.35 99.15
60-40 Random selection  99.84 99.09 99.47
80-20 5-fold cross 99.69 98.75 99.22
validation

Average 99.82 98.73 99.28

Table 4: Classification accuracy of the proposedhoet for EEG
signals classification with classification accuescbbtained
by other methods

wavelet transform and decision maker using swarm
negative selection algorithm (hybrid method). ThéSS
algorithm uses the features produced by DWT to farm
set of ALCs (detectors) that have the ability ttidguish
between the normal and epileptic EEG signals.

The Experiments that were conducted on the EEG
signals dataset showed that The SNS algorithm é@as v
promising performance in detecting the epileptic
seizures. The method has better results outpenfigrmi
those reported by many previous studies. We believe
that the proposed system can be an efficient tool t
assist the experts by facilitating the analysis aof
patient’s information and reducing the time andsff
required to make accurate decisions on their pigtien
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methods and the results of proposed algorithm.tAs i
shown from these results, the proposed method syield

comparable results with SVM moél However, the 4
SNS algorithm gives the highest classification azcy, '
99.28% over other methods.

Thus, the experimental results proved that the
proposed automated detection system based on taiscre,
wavelet transform and swarm negative selection
algorithm reveals very promising performance in
diagnosing the epileptic seizure in EEG signals. 5

CONCLUSION

In this study, an automated diagnosis system wag
introduced for epileptic seizure detection in EEhals.
In the proposed system, the diagnosis process is
performed in two stages: Feature extraction usisgyete
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