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Abstract: Problem statement: Navigation for visually impaired people needs tgpleit more
approaches for solving problems it has, espedialiynage based methods navigatiéqmproach: This
study introduces a new approach of an electronie dar navigation through the environment. By
forming multi clouds of SIFT features for the sceobjects in the environment using some
considerationdResults: The system gives an efficient localization witHie tveighted topological graph.
Instead of building a metric (3D) model of the eomiment, it helps the blind person to navigate more
confidently. The work efforts towards conceptualigenvironment on the basis of the human compatible
representation so formed. Such representation lemdesulting conceptualization would be useful for
enabling blind persons to be cognizant of theiraundings. The identification of different scenegte
blind person has done by clouds of three or tweaibj These clouds grouped the stored objects into
meaningful groups used in localization of a can¢hvgingle web camera as an external sensor.
Conclusion: The approach is useful to divide the space enmignt into meaning partitions and helps
to detect sites and objects needed from the blandgm in very sufficient way with in the map.
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INTRODUCTION These features depend on techniques used like
SIFT, Harris, SUSAN, SURF or others.
Intelligent machines are starting to move into Recognizing some fixed object like door, windows,
human-occupied space and they will have a highesiegr etc is also sit in localization subject. The lozation
of autonomy to effectively navigate from one plaoce process within the graph, is very useful for givithg
another. Acquiring maps of the environment is asystem good information in the nodes which indicate
fundamental task for autonomous mobile robots,esincthe real world environment, due searching of tioeest
the maps are required in different higher leveksas images graph. The information is always estimated n
such as navigation and localization. This map can baccurate 100%, but it near to a particular locatiothe

provided apriori or can be built by the robot as itgraph. The situation in which an autonomous moving
he mobile robot through an unknown space and

explores the environment. Apart from navigation and{) - _ o ;
uilding environment (map) while simultaneouslyngsi

manipulation, intelligent machines will have to . ) S
P 9 this map to compute its absolute location is called

Z?f%iittagr?a Ig;i?;?;r?tng ;ﬁ%gsgr:t;helae:r:{';;n"?ﬁg Simultaneous Localization and Mapping (SLAM). This
il ! 1on. P ' ; problem has received significant attention durihg t

map is the process by which determining a feagibtl

. . . past decades
to a goal. However this path some time is diffictalt At present, the vision based SLAM of the mobile
follow it, since the inaccurate movement of theatolor )¢ always divides into monocufa® and stereo

the blind person. So this problem it needs a googsjorf11% the two techniques depend on an important
consideration from the system to correct deviaffom  featyres extracted for localization. It includesmso

the intended path. The process of finding some @magdelay, comes from the initialization method, to
within this path is very important and it is called recognize the initial landmark from the system, som
localization. The localization is done by the sgstehen  system uses many images from different view pdant,

it compares the stored image with the current viewmatching in the first stage and then determine the
depending on features matching between the tws.side landmark and relevant information The correct
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recogniton of the scene is important, for thisthese graphs also has used in many researchés%ike
initialization, what can be seen as distinctive andAll of these works been concentrate on the featofes
discriminative should be taken. For example, withthe scenes. These features are extracted in mays;, wa
indoor navigation, window corners are common scenethe common ways are Harries and SIFT extraction of
so they should not be considered as good featares fimage featurds®. Many navigations used SIFT feature
scene identification. Features found on postersigns  descriptors as [W?? other papers now proposed
are much better, although may be repeated elsewhere approaches for how to deal with the path plannimg i
In this study the features for the objects arethe graph for the robots, or games a$'th search
accumulated to form a cloud of features. The formedilgorithms like A* and Dijkstra were considered fbe
cloud it will be useful for further search of objgc path planning algorithm. The heuristic search like
related in the same node, consequently the clolidei tries to find the cheapest path to the goal. While
rich of features due to detecting extra features foDijkstra’'s algorithm tries to find a shortest pdtbm
objects added to the same cloud, the idea comen whetarting node s to each vertex v in graph G = (V,E)
somebody searching for an object like TV, the dear Where the path planning algorithm is part of anralle
can be speed up, if there are other featuresaelde navigation model At present, the vision based BLA
the TV like Table, may be found will reach to regd  of the mobile robot always divides into monocliid
object, clustering objects into groups will havaiseful and stereo visidit'® The two techniques include
job of dividing the environment into meaningful ase delay. This delay comes from the initialization heat,
(clouds) This will extract more features for the to recognize the initial landmark from the systesmme
neighbour of the object site and added as a referfar ~ system uses many images from different view pdant,
the same object and then the localization will beed matching in the first stage and then determines the
more efficiently by these clouds. This also willllhe landmark and relevant information.
speed up the system to quick find objects according The one similarity between all these works is that
these clouds. all of them focus how to make a good navigationtifier
In this study a navigation system tfee blind  robot like human being navigation, i.e., all of thare
person using cloud of SIFT features approach vell b built around the single application of robot-naviga.
described. The system navigates and localizeslowever this is good for the blind person but inter
according to the clouds in the intended directibris  side the context of the environment will not be kno
an effort towards conceptualizing environment oa th by the robot and there is some failure to encode th
basis of the human compatible representation. Suckemantics of the environment for the blind perddre
representation and the resulting conceptualizatioffiocus of this study is how to make semantically
would be useful for enabling the blind person to beenvironment representation for the blind person to
cognizant of their environment; while traversing th navigate and recognize objects needed. Severat othe
nodes in the environment This type of represemiaso domains consider addressing this challenge; these
highly scalable and is also well suited to handedata include hierarchical representations of space,-legél
association problems that effect metric model basefeature extraction scene interpretation, the notbra
methods. cognitive map and finally the field of Human Robot
Interaction (HRI}?. The study presented here closely
Related works: The requirements on a navigation resembles those that suggest the notion of a bleca
system for the blind persons are unique; one ofitain  representation of spdte*>**! Recognition and add the
problems in indoor navigation is how to find the detected objects to an occupancy grid map. Thegoyim
accurate position in unknown indoor environmente Th difference in the study presented here is that the
subject heavily researched, the investigation ocootis  proposed representation uses cloud of objectsufard
in this field; one can broadly dividing these woikto  searching, i.e., the map is created and grown thi¢h
two groups, the first group is based upon imageobjects perceived.
processing and recognitih the second group relies
on wireless networking and sensor technologies'ds i MATERIALSAND METHODS
Indoor navigation based graph representation is a
good area for estimation and positioning which isModel and clouds: The features for the scene will be
referred to as Simultaneous Localization and Mapconstructed from the already stored features fer th
building (SLAM) which is one challenge for the household objects to make a cloud of featurester t
researcher in this field. Representing the reakcene. The content of the clouds depend on theescen
environment by a graph and using data structunegusi taken (query image) by the web camera and matched
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with the stored feature database for the household The matched image features will be accumulated to
objects in the site view. In other words the cloudsconstruct a cloud. This helps that when the bliacspn
differs from each other in concentration of SIFT re again recognize any object inside the cloud hélp
features Fig. 1. Shows clouds of SIFT featuredo recognize the other objects directly within the
constructed from features objects according tcsitie. constructed cloud More than that, the position hef t
The site may contains more than one cloudconstructed cloud will be known with the objectside
constructed from objects taken in differentit. The cloud is conceptualizing space on the basis
consideration like direction side of the objects, othe human compatible representation. Such a
grouping the objects according to the session (asepresentation and the resulting conceptualization
kitchen, bed and corridor,) or some objects ingurt would be useful for enabling blind person to be
like door, window may take one cloud alone. cognizant of their environments, The model is alses
The process of cloud construction is more likelyappearance based approach #5%#, by memorizing a
to that the blind person is close to the correspond set of images taken from the environment for ohly t
area in the node within the graph, this procesthés known objects stored in a temporary database within
localization of blind person in the graph. The drap the graph of the environment for navigation.
contains a large collection of household object
images, taken from all over the environment. TheCloud and nodes: In order to guide the blind person to
localization is performed by finding features fdret their desired destination in a reliable and rohway,
household objects stored in the database relatdd withe system uses two kinds of features, the featiares
current graph’s node, which are similar to the eatr household objects to form the visual cloud and the
view image for the camera hold by ttene. whole features for all objects formed the visualucl.
The system calculates the weight for the object&len
the visual cloud, so it has the total weight of ¢heud,
this done using SIFT asth More details on SIFT-
based object recognition can be obtained ffom
According to the weight the system will recognize,
localize and advice the blind person withinhe t
graph. The cloud can be formadat as
c() = {f(01),f(02),....f(On)}, where, f(Oi) can be
represented as a set of sift features f(Oi) HGif =
{fOi1,f0i2,.....f0Oin}, the cloud of the image | is Q(
and the order of the cloud is the number of objects
inside the cloud, when the order of the cloud ihhi
indicates that the cloud is heavily of features fo
objects and then the site is rich of objects &matwn
by the system. It is also important for the blinetgon
to know the places of these objects inside theccl&or
example if the constructed cloud contained three
sequential objects recognized by the system, then t
boundary of the cloud can be represented as:

b(C() =" 0a+ [ 0obr [~ Oc 1)

It is obviously that the boundary of the cloudrista
from least axis al to most axis c2 and the bounttary
the objects may be overlapped, as in Fig. 2. Then t
cloud boundary is representing all the objectdimshe
cloud.

This process is similar to localization using eonit
based image process and this now is performing
accurately and efficiently over millions of imafjé?,
so this technique can be employed for fast loctdina
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The localization can be performed effectively usang Object database, cloud table and landmark: In our
household objects database in such a way compatibkudy we build a database of objects with theiesith
with the graph to speed up the construction of théhe node an image of object is captured &HFT
clouds. The workspace environment representatian asdescriptors are computed and stored along withr thei
weighted graph G = (V,E), will help to divide the image positions X0. The estimated real pose of the
database into groups of images as a node therottesn object oi inside the database is tried as (xiWi, the

will in turn grouped into clouds of images. The rhen  image not need be fronto-parallel. To obtain reéati

of nodes in the graph is denoted by n and each nodmse estimates between the stored object and scene
with its clouds v(c) € V contains household images object inside the cloud, the essential matrix Bveen
some pose in the workspace. The process athe two views of the same object is computed uttieg
localization can be summarized here when the blind point algorithrH:?2.

person navigating the environment, the site scgrted The cloud table is a table of all temporary clouds
camera feed into the system to produce the cloudonstructed in the system, due the navigation ef th
according to the objects inside it. This cloud wgive  blind person, within the nodes, where the system
the system information where the blind person sxist referenced the object inside this table to knowatier

is not so much accurate but at least the blindgmevsill objects in the same cloud. The table referenced by
know a particular location is close, in the graphe  composite key of indexes for objects. The cloud of
ideal localization would be robust to changes inorder two will include zero component instead dfe t
direction, source (s) and intensity of illuminatfh missed object inside the cloud, the cloud of ortsher

will has two zero component, this explained laiar
The clustering object into a cloud involves repndisgy

the blind person’s environments as a large set of
features, some features are very important to aoig
process The construction of cloud with some
determined objects features can be set as a lakdmar
Landmarks are parts of the image which hold sufiti
information about the imaf&. Usually small set of
landmarks per images is needed. This study a SIFT
based object recognition used, one characterigtiheo
SIFT is that it does not learn any general propsrtf
objects in order to categorize and classify them; i
depends on the local features for the object togeize
The arrangement of the objects in the cloud is @sst
generalizing the features inside the cloud forstte in
front. For example when talking on the door, shall
remember soon the lock of the door and the edge, th
neighbor environment of the door is also effect to
recognizing the door inside the cloud. Figure 3awsh

the cloud contains a local landmark.

Saving temporary clouds consequently will give
the system good information about the objects and
neighbors, such that when recognizing package the
system knows from the constructed cloud is the door
beside of it, this is a good way of learning thédbl
person surrounding environment. Suppose the node
within the graph storing many clouds of order 23or
n(i) = {c:%.6,°,c%,......6%} the cloud constructed:

Ci'= &, ™+(0) (2)
®) o’ (1) = {f(02).f(02).{(O3)}
Fig. 2: objects features overlapped in the cloud Where:
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| = The query image These features are invariant to image translation,
¢ = Cloud scaling and rotation and partially invariant to
f = SIFT feature function for any object illumination changes. It depends on Gaussian fancti
G for scaling space function L:
m(c.(1),f(02))=p(f(0)/C:(1)) 3
) . ) - _ 1 _% xZ(:.zyz
where, m is matching function, for the probabildfy  G(x,y,0) \/ﬁe 4)

existing SIFT features for object @side cloud @

This leads the system knows cl which contains
also f(Q) and f(Q). It is essential that the object inside L(X,Y,0) =G(x,y,0)*I(x,y) (5)
the clouds not repeated to speed up the systemm The
the landmark will be found quickly. The process &&n  and the DOG is a function that gives the difference
represented in Algorithm illustrated in Fig. 3b. between two scales and o

The blind person cannot be controlled for any

direction as done in the robotics and also the can .
cannot be focused in a specific view point. Fort tha%(x,y,o)-(e(x,y,lo)— GO yo)*Ix.y)
reason this model treats the scenes as a set od clo =L(x.y,ko) - L(x,y,0)
SIFT features SIFT was developed by David Lowe for
image feature generation in object recognition The scale space is separated into octaves; wieen th
application§®. The SIFT algorithm compromise 4 cloud used the site view will be subdivided anchtttee
steps: Scale-space extrema detecti@aypoint  time complexity will be decreased.
localization, orientation assignment and keypoint

description. Computational efficiency of localization using
clouds: An object can be represented as a set of visual
parts of the object or related to it the navigationthe
same place, it needs recognizing only one objad, t
will fetch the cloud containing recognized objedthw
other objects which are already stored in the dlou
without any more calculations. This will speed e t
system and give some indications for the blind gers
that the system knows other objects in the sama, are
Table 1 shows the time elapsed for matching oree sit
view which contains objects queries using cloud ehod
for the purpose of localization process using SIFT.

The cloud can apply for the other techniques like
Harris, SUSAN and SURF. But SIFT used here for the
mentioned reasons. It is essential to know thetjposi
of the objects inside the cloud and also the pasitf

(6)

For current node the constructed cloud within the node. The
Eﬂk{e the next scene view localization here is to know the blind person iamt
Q

a particular location in the graph this referreda®

qualitative localizatio? The model creates weights
according to overlapping between the real
environment scene site and the already stored rieatu

Recognize an object in the same side

[f object found in the cloud table
Then fetch the cloud content
perform Localization process

Else for household objects in the system database Weight
Add the recognized object to for the cloud depends on the number of objects
temporary cloud. inside it and how much these objects @appéd.
perform  Localization process
} While objects remaining in the view Table 1: Time elapsed for the objects matching
Add new cloud to cloud table Object No. of key point match SIFT $&cCloud of SIFT se¢
(b) Package 8 2.146653 0.786438
Bottle 7 1.956542 0.896191
. . ) v 23 1.293581 0.987788
Fig. 3: Recognition of Landmarks and cloud forming  chairs and table 65 1.169922  0.722027
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TV region=-6.3 Table and chair region = 7.6

Center

Left ¢ 2-6-1/ 87 6 2 Right

Fig. 4: Features and scalar weight values

The weight of the object inside the cloud is théeak  between two sides in the node, further considaratio
range of the object inside the cloud, in this styeixis  can be taken to form clouds for future studiesoAle
horizontal has been considered to know the rangleeof kinds of the clouds can conclude the session irkktor
object. This weight may changes due changing view he auditory system here is informing the usertioca
point of object appearance in the view and intramlyic and obstacles according to the formed cloud and
new objects, this in turn will effect of the cloitdelf.  advising the user the direction It is also veryahie for
The scalar value of the weights for objects arrdngerobotics system to navigate according clouds to
from -2 to 2 according to rule, if the overlappedanywhere in a known position.

features concentrated either left, right, or cewfethe

view. The 8 value of weight indicates the centrehef RESULTSAND DISCUSSION
view and values near from the 8 will be near frdva t
center. While negative weight values indicate |t Graph represented here is that, each room of the

side of the view and positive weight values indicat  environment is a node. Set of nodes (laboratoryn;oo
the right, as shown in Fig. 4. In this study thendl corridor) are V, the way (door) leads to other recame
person moves in (x,y) plane and may rotate abaizth edges E with weight W In realistic scenarios for
axis. The estimated real pose of the object odaghe environment of the system, the blind person will
database is tried as (xi, i) the actual pose between navigate from one place (like the laboratory) tlylou
the oi and oj in the cloud is (xij, yiflij), this is polar the corridor. The system matching stored object’s

coordinates is equivalent to: images with the environment, to construct clouds fo
the matching objects and store it in cloud table as
(rij, yij, 0ij) training phase of the system to learn the enviranime
then the system will work for mapping by the
Where: appearance based graph. The two ways access objects
il :\/(xj i) 2 +(y] ~yi) ° done by_ segking firs_t on .thg objects i_ns_ide theaudtlo
o table. If it exist all objects inside the entirgeti cloud
yij = arctan(w]—e i will be known, otherwise a database will be accgsse
X]=XI construct a new cloud then added to cloud tabla as
6ij = 6,-6, new entity. The system meanwhile advise the blind

person to navigate anywhere according to the iatern

process, with in the node in the graph. The ricudlof

SIFT features giving the system more reliable. Wsig

relative pose estimates between the two objectdi  for objects inside the clouds give more flexibility the

0j, the essential matrix E between them is computedystem.

using 5 point algorithth®?, The system started with a node has a set of images
Separated clouds at same time in one node, formefdr objects taken at certain positions in the emvinent

when the blind person’s direction is towards a eorn for the node with known side directions. The cadted
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weights of scenes environment and cloud constnugctio
gave the estimated position and the direction &f th
blind person as a localization process for theesysn
the graph. The new cloud constructed after recmgmni
objects and then checked if it is already existha

CONCLUSION

In this study, we described a method that extthcte

features from the site view using SIFT algorithmg w
established an

algorithm to conceptualize the

cloud table or not. Indexing of the clouds has doneénvironment using clouds of features with SIFT
according to the object's index in the databasee Thtéchniques. The clouds helps to quickly locate the
individual indexes merged together as compositetéey Objects in the environment, this in turn speed fg t

form the index of the cloud. For example if theutlo
contains (package and door), the index of the clailid

localization process within the environment, thedelo
is try to give semantic of the environment due fiorgn

be (Current node + index of package + index of deor these clouds of SIFT features for the ObjeCt$ itseful

third object no present (n1+12+4+0- n10120400)

to divide the space environment into meaning panist

zeros separated the components of the cloud imdex @ccording grouping objects then it helps to desitets

the table. Figure 5 shows a sample of image takéme

and object needed from the blind person in very

experimental environment for navigate the blindSufficient way with in the map.

person. The system consistently shows good on-line
performances for environments, the image for the
object stored as features of SIFT to be directlfcima 1
with the image scene used 320x240 jpg format, low
quality with a good rate of correct recognition ado
50% depending on the specific environment diffiieslt

The new cloud of objects added to cloud table with 2.
the experimental work in the laboratory the averafje
objects recognized with in the clouds ranged frefh 1

The referencing of the cloud table with in the @od
is reducing the time for seeking local landmarlksces
the landmarks will be known to the system when
recognizing objects in already stored cloud inttiide. 3.
Referencing one object mean that accessing many
objects within the cloud. The good matching of the
landmarks is that when the site view with cloud of
needed objects, comes in the center of the carfigra,
the weight will be high), this will let the systedirectly
recognize the needed objects in the node. Alscitee
view with more than one cloud formed is useful to ™
know which direction the blind person has takemttoe
give advices accordingly.

This would result in a very inflexible trajectory
which would be useful to traverse in a dynamic
environment. Also this technique can be used in
outdoor navigation for limited space.

S0 100 150 200 20 300

Fig. 5: Sample images from the system
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