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Abstract: Problem statement: Offline recognition of handwritten Arabic text ai$a accurate
recognition solutions. Most of the Arabic letterave secondary components that are important in
recognizing these letters. However these componkat® large writing variations. We targeted
enhancing the feature extraction stage in recoggitiandwritten Arabic textApproach: In this
study, we proposed a novel feature extraction aggtraf handwritten Arabic letters. Pre-segmented
letters were first partitioned into main body amtendary components. Then moment features were
extracted from the whole letter as well as from ithein body and the secondary components. Using
multi-objective genetic algorithm, efficient feagussubsets were selected. Finally, various feature
subsets were evaluated according to their claasiic error using an SVM classifieResults: The
proposed approach improved the classification eirorall cases studied. For example, the
improvements of 20-feature subsets of normalizedraemoments and Zernike moments were 15 and
10%, respectivelyConclusion/Recommendations: Extracting and selecting statistical features from
handwritten Arabic letters, their main bodies ameirt secondary components provided feature subsets
that give higher recognition accuracies compardfiecsubsets of the whole letters alone.

Key words: Normalized central moments, Zernike moments, featxtraction, feature selection,
handwritten Arabic letters

INTRODUCTION Important features of Arabic writing: The Arabic
alphabet has 28 basic lettef§ Arabic is written from
Arabic letters are used in about 27 writing right to left and is always cursive. Each letterash
languages including Arabic, Persian, Kurdish, Uaddd  multiple forms depending on its position in the dior
Jawf!!. Offline recognition of handwritten cursive text Each letter is drawn in an isolated form when it is
such as Arabic text is an active research probfem written alone and is drawn in three other forms mhe
Offline recognition of unconstrained handwritten is written connected to other letters in the wdfdr
cursive text must overcome many difficulties sush a example, the letter Ain has four forms: isolated, (
unlimited variation in human handwriting, similéeg initial (=), medial ¢) and final §).
of distinct character shapes, character overlagb an  More than half the Arabic letters are composed of
interconnections of neighboring characters. Somenain body and secondary components. The secondary
progress has been made on recognizing handwrittegomponents are letter components that are disctethec
Arabic text samples of limited vocabulary (e.g., from the main body. For example, Beh)(has a dot
IFN/ENIT database of handwritten Tunisian town uynder its main body, Teh4j has two dots above its
name&’). In ICDAR Arabic handwriting recognition main body and Kaf<) has a zigzag enclosed within the
competitions held in 2005 and 2607, best systems’ main bodly.
accuracies improved from 76-87% on the IFN/ENIT The type and position of the Secondary Components
database. However, recognition accuracy of unlidnite are very important features of Arabic letters. For
vocabulary is still unacceptable for many applmasi example, recognizing two dots below the main bagy a
In this study, we propose a new technique tosufficient to recognize the letter Yeh)(because Yeh is
extract statistical features of handwritten Araleiters.  the only letter that has two dots below its mairmiyoo
We apply this technique in extracting moment feegur Furthermore, some letters can only be distinguidhed
and show that this technique provides better feadats their secondary components. For example, Féhafd
that give higher recognition accuracies. This tégimm  Theh &) differ only by the number of dots above the
can be applied in extracting other state-of-the-arimain body and medial Teh) @nd medial Yehy) differ
features such as chain code and gradient feflures only by the position of the two dots.
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Table 1: Samples showing variations in drawing thecondary  Feature selection aims to select a subset of nelearsd

components iredundant features that has high classification
efficiency. We evaluate the selected feature ssbset

through the classification accuracy of a classifier
trained using these feature subsets.

G h©

Feature extraction and feature sets. Feature
24 extraction, as defined by Devijver and Kitt& is the
a2 problem of “extracting from the raw data the

information which is most relevant for classificati

O G C g
By LG

. . ) ) purposes, in the sense of minimizing the withirssla
There are important variations in drawing the yaitern variability while enhancing the betweerssla
secondary components; mostly in drawing two dots aNpattern variability.” Therefore, achieving a high

three dots. As shown in Table 1, samples Al, _A2 andecognition performance in an OCR system is highly
A3, the two dots come in three variations: TWOinfluenced by the selection of efficient feature

disconnected dots, two connected dots and horizontayiraction methods taking into consideration the
dash. Samples B1, B2 and B3 show three variations igomain of the application and the type of classifie
drawing the three dots: Three disconnected dots, on,gedtll

dot above horizontal dash and hat shape “¥. Any — apy efficient feature extraction method should
secondary co_mpone_nts class_|f|cat|0n process Shou'Hreferany possess two qualities: Invariance and
take these variations into considerafion __reconstruct-ability.  Features that are invariant to
One recognition difficulty is due to some WrIters’ carain transformations on the characters wouldte
styles that replace the secondary components lité=b 1 recognize many variations of these charactassh S
and final forms with main body curves. Table 1 sBow yanstormations include translation, scaling, fotat

some examples: Samples C1 and C2 show how the tWgretching, skewing and mirroring. On the otherchan
dots of isolated Qaf are replaced, Samples D1 ahd Dy gpility to reconstruct characters from theiraeted

show how the one dot of isolated Noon is repladeti a fo¢res ensures that complete information aboet th
Samples E1 and E2 show how the zigzag of finali&af character shape is present in these features. The

replaced. . _ » importance of these two qualities for an efficiegsture
Another difficulty in recognizing the secondary eyiraction method is accentuated for offline haritdem

components comes when hasty writers draw themhcr systems. Such systems are the target of this
connected to the main body. For example, Sample Eg,qaarch.

shows the zigzag connected to Kaf's body, Sample F1 |y this regard, two of the most widely-used featur

shows the two dots connected to Teh’s body, Samplges in pattern recognition are the Normalized @ént
F2 shows the three dots connected to Theh's body an;oments (NCMs) and the Zernike moments.

Sample F3 shows the dot connected to Jeem’s body.

) ) Normalized central moments; The moments of order
Approachz In feature extraction, the whplg image of (u+v) of an image composed of binary pixels B(x, Y)
the letter is normally used to extract statistig@tures e found by 13k

such as moments. However, this approach does not
exploit the full potential of the secondary compuatse _ v -
of the Arabic letters. M _ZX:ZV:X By uv=0123.. @
To exploit the potential of these components and t
overcome the writing variations described above, we  As it can be shown from Eq. 1#1is the body’s
partition the letters into main body and secondarysres A and the image’s center of m4gsy)is found
components. Then we extract features from the Wh0|? )
letter’s image, from its main body and its secogdar rom:
components.
This approach increases the number of extracteg = o v = Mo (2)
features by a factor of three, thus increasing the Mo Moo
classifier's complexity. To reduce the number of
features used by the classifier, we use a feature The central moments, which are translation
selection technique based on a genetic algorithminvariant, are found by:
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Hy = 22 (X =%)"(Y =¥)"B(X,Y) (3) (0.1)
Xy
Finally, the normalized central moments, which are
translation and scale invariant, are derived frdra t (1.0)
central moments as follows: \
Ny = (4)

- (Hoo)k \h,_,/

G ical
where, k = 1+(u+v)/2 for u&2. cometric

center

Zernike moments. Zernike polynomials are a set of
complex polynomials which form a complete
orthogonal set over the interior of the unit ciféleThe

Fig. 1: Mapping an image rectangle into the uinitle

form of these polynomials is: The orthogonality property of_ Zernike moments, as
expressed in the previous equation, allows easgéma

V,.(0,6) =V, (p.6) =R . (p) exp(jmB) (5)  reconstruction from its Zernike moments by simply
adding the information content of each individueder

wherej=v-1,n>0,n-|n is even,|m/<n, p is the moment. _ _ |
- . Moreover, Zernike moments have simple rotational
length of the vector from the origin to the poirt ), 0 transformation properti&él. Interestingly enough, the

is the angle between this vector and the x axithé  zgrmike moments of a rotated image have identical
counterclockwise direction and the radial polyndmia magnitudes to those of the original one, where they

Ron (P)1S: merely acquire a phase shift upon rotation. Theegfo
2 A the magnitudes of the Zernike_moments are _rotation
Rm@)= > (=1*(P)™ *(n-s)! (6)  invariant features of the underlying image. Tratista
= S!(FH |m I_SJ !( n- Imt_ SJ! and scale-invariance, on the other hand, are aixtaiy
2 2 shifting and scaling the image into the unit circle

Zernike moments are the projections of the image MATERIALSAND METHODS
function onto these orthogonal basis functions. The
Zernike moment of order n with repetition m for a Our experimental setup comprises a database of
digital image is given by: handwritten Arabic samples, feature extractioniuiea

L selection and analysis tools.
n+ .

Am = z:zy:B(x'y)[V"m(ge)] @ Database of handwritten Arabic samples. Our
database of handwritten Arabic samples was collecte
where, * is the complex conjugate operator andfrom 48 person¥®. These persons were selected to
x?+y?<1. represent various age, gender and educational

To calculate the Zernike moments for a givenbackground groups. The samples were collected by
image, its pixels are mapped to the unit circfey% 1.  asking the participants to write, as they normelly on
This is done by taking the geometrical center & th a blank paper a one page of cursive Arabic texis Th
image as the origin and then scaling its boundingext was carefully selected so that it containstlad
rectangle into the unit circle, as shown in Fig. 1. letter forms of the 28 basic Arabic letters.

Due to the orthogonality of the Zernike basis, the  We extracted from the 48 page samples collections
part of the original image inside the unit circlencbe  of letter forms. Each collection comprises 48 saspl
approximated using its Zernike moments,Alp to a  from 48 different persons. Figure 2 shows the ctithe

given order Rax Using: of 48 samples of the isolated Ain form.
; The collections for initial, medial and final lett
B(x,y) = ixZAannm(p'e) (8) form.s were extracted. aftet mooually segmentingrthei
=0 m cursive sub words into individual letters. Manual
segmentation is used to avoid errors that may
Where,n—|n1 is even anclml sn. come from an automatic letter segmentation @®ce
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Feature selection using NSGA: We have evaluated
several feature selection techniques and decideddo
the Non-dominated Sorting Genetic Algorithm (NSGA)
for its superior results. NSGA is an efficient aitfom

for multi-objective evolutionary optimizati&®2. This
algorithm searches for a set of optimal solutiofis o
feature subsets among an evolving population déifea

$

T
C
<

2 subsets. Best feature subsets evolve from one
generation to the next.
e We use a fast implementation of the multi-

43 objective genetic algorithms (NSGAII) developed by
lllinois Genetic Algorithms Laboratof. The used
parameter settings are as follows:

Mo [ ) | |0
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Fig. 2: A collection of 48 samples of the isolat&ith
form

Automatic segmentation often suffers from over-*
segmentation, under-segmentation, or imprecisé
segmentation points positionfhg'®. We use in this
research 104 collections of letter forms: 30 isdat °
forms, 22 initial forms, 22 medial forms and 30afin
forms. These collections contain all the basic a8id
Arabic letters. .

Secondary components detection: Detecting the

Population size: 128

Number of generations: 1000

Selection type: Tournament of size 2 without
replacement

Crossover probability ¢@x 0.8 using simulated
binary crossover and 0.8 gene-wise swap
probability

Probability of mutation (g): 0.1, selective

We used NSGA to search for optimal set of

secondary components can be done after segmentisglutions with two objectives: (i) minimize the nher

the binary image of the letter into its disconndcte of features m used in classification and (i) miizen
components using the connected component labelinthe classification erroA. To evaluate the fitness of an
technique¥®. Then the main body is easily identified individual, the NSGA program calls the SVM classifi

as it is usually the largest component and is clese described below. Given a subset of m features, the
the letter’'s center than the secondary componentslassifier returns the classification accuracy A.

After detecting the secondary components, therlette

To reduce execution time, we only used half of the

image is partitioned to main body and secondaryavailable samples in the NSGA experiments. Thel@-fo

components.

cross validation method was used to avoid ovendjtt

and to get stable resufs®®. In a general k-fold cross

Feature extraction tool: To allow easy extraction of Validation method, the samples are split into Koaii$
many features from the database of handwritten idrab S€ts and training is repeated k times, each tintk i
samples, we developed a feature extraction tooigusi different set held out as a validation set. Theraye
C++ programming language under Microsoft Visual@ccuracy of the k iterations is the reported aagura

Studio development environment. In addition to

preprocessing routines which

include binarization,SVM classifier: We used the popular Support Vector

noise removal, thinning and boundary finding, vasio Machine (SVM) classifier to evaluate the efficienafy
feature extraction routines were implemented irs thi the normalized central moments and the Zernike
application, including the normalized central motsen moments in the recognition of handwritten Arabic

and Zernike moments. These routines were applied oletters.
classification
space®. SVM selects a small number of critical

the 104 collections of letter forms and the resulése
exported for further analysis.

SVM to construct linear

higher dimensional

uses kernels
boundaries in

Using this tool, we extracted 52 Normalized boundary samples from each class and builds arlinea
Central Moments (NCM) of orders up to nine and 49discriminant function.

Zernike moments of orders up to 12. Three sethexfe

The SVM package used was the LIBSVM

moments are extracted: from the whole letter’s imag packag€”. Using grid search, we found that best

from
components.
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parameter y = 0.04. The data was first scaled to ze 08
mean and one standard deviation. 0.7 \
0.6 k —
RESULTS 05 .

salion error

For each sample in our database, the moments were
calculated for the whole letter, its main body atd

— NCM whole|
secondary components for a total ok82= 156 NCMs s ---v_\'C_\Imi}l;Ued
and 4%3 = 147 Zernike moments. The magnitudes of 5 '
the Zernike moments were used because of thetiawta 0 10 20 30 40 50

invariance property. The extracted features weza fhd No. of features
to the NSGA for feature selection and finally thest

feature subsets were evaluated using the SVM fitassi Fig. 3: NCMs classification error
using all samples and 5-fold cross validation.

Several experiments were carried out using this 08 '
procedure. In the first experiment, the effect diliag o7
the NCMs of the letter's main body and its secopdar g 08

components to those of the whole letter was studied
The result is shown in Fig. 3 which illustrates the
classification error as a function of the number of |
moments used. As it is obvious from Fig. 3, the % 02 sl g
classification error of the feature subsets sete@iem = nieimle e
the mixture of moments is substantially smallerntha 5

that of the subsets selected from the whole-letter 0 10 20 10 a0 50
moments alone. For example, for a dubsé No. of features

20 moments, the classification error is around G686
the whole-letter moments while it is only 45% fbet
moments mixture.

A similar experiment was also done using the
Zernike moments and the same result was obtaingd. A
shown in Fig. 4, for a subset of 20 moments, the
classification error of the moments mixture is
approximately 10% less than that of the whole-fette
moments.

zalion eiror
o
uw

Fig. 4: Zernike moments classification error
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To corroborate the previous results, a third 5 02 Seth “°|

experiment was performed in which the corresponding 01 Bl e
sets of moments from the previous two experiments 0

4] 10 20 30 40 50
No. of features

were combined into an assortment of 52+49 = 101
NCMs and Zernike moments extracted from the whole
letter and a second assortment of¥®% 303moments  Fig. 5: Combined NCMs and Zernike moments

extracted from the whole letter, its main body dsd classification error
secondary components. The result is consistenttivih
preceding inferences. Figure 5 shows that selecting DISCUSSION

feature subset of Siz€ 20 from the momgnts of thelev Using moment features alone, as illustrated in the
letter a_md the constltuent_s_of t_he letter yieldsuad 9% previous three figures, does not give classificagoror
reduction in the classification error compared tOpeioy 349%. However, moment features can be combined
selecting a feature subset from the moments of thgjth other efficient feature extraction techniquesget
whole body alone. Moreover, the recognition high recognition accuracy. Figure 6 shows that a
performance of the two types of moments together iglassification error of about 10% can be achievéemw
better than the performance of each type indivigual feature subsets are selected from the moment ésatur
(Fig. 3 and 4). and other efficient features that were studi&din
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0.8
0.7

— Both mixed 1.
05 -+« With 20 features

0.6

0.4

Clagsilication error

2.
0.3
0.2
0.1 T I R Pt
9 3.
1] 10 20 30 40 50
No. of features
Fig. 6: Classification error of combined momentsl an
20 efficient features
These efficient features include the letter form,
secondary type and position, some low-order edlipti
Fourier descriptors and some statistical features

extracted from the main body or the boundary, sagh
the area, orientation and perimeter to diagona.rat

The results shown in the previous four figures
illustrate that higher recognition accuracies are5.
achieved using the proposed feature extraction
technique. Extracting features from the whole tette
image, as well as, its main body and secondary
components provides more valuable features that
exploit the recognition potential of the secondary
components of handwritten Arabic letters. Theseltes g
also confirm the importance of the secondary
components of the handwritten Arabic letfefs

CONCLUSION

This study presented an approach for extracting
features to achieve high recognition accuracy of7.
handwritten Arabic letters. This approach explafte
classification potential of the secondary composerit
Arabic letters and overcomes some of their hantwrit
variations. This approach extracts moment featocgs
only from the whole letter, but also from the mhody 8.
and the secondary components.

The results presented in this study show thatbett
recognition accuracies are achieved when features a
selected from the mixture of moment features. Thisy
approach can be combined with other feature exbract
techniques to achieve high recognition accuracy. We
recommend using this approach when extracting
moment features as well as other statistical featur
such gradients and chain code descriptors.
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