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Abstract: Problem Statement: Processing texts based on rhetorical structure theory has shown
interesting results. Rhetorical Structure Theory (RST) improves the ability of extracting the semantic
behind the processed text. Different applications such as information retrieval, text summarization, and
text generation have proved to give better result using RST. The applicability of RST to process and
understand texts has been studied in several languages, but little is devoted to the Arabic language.
Given an Arabic text, the more accurate the Arabic rhetorical relations are extracted the more useful
the subsequent text representation will be. This, in turn, leads to a better understanding of the text and,
hence, better results. Approach: We show a framework of applying RST on Arabic language in order
to rhetorically parse, understand, and summarize Arabic texts. We discuss a new approach that extracts
the Arabic rhetorical relations that is based on studying the English relations, analyzing Arabic corpus
and understanding and using the Arabic cue phrases. Results: We obtain rhetorical relations based on
Arabic cues. We show how this approach contributes in improving the understanding of the Arabic
text. The study addresses the relations that rise from cues that act as connectors among Arabic clauses
as well as words. Conclusion: The introduced approach suggests that realizing text coherency in the
process of obtaining Arabic rhetorical relations suits the characteristics of the Arabic language and
avoids the disadvantages of previous approaches. The obtained Arabic rhetorical relations will make it
possible to build rhetorical trees for Arabic texts to apply in text summarization and generation,
information retrieval, and text segmentation while preserving the coherency of the text.
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INTRODUCTION

Rhetorical ~ Structure Theory RS was
introduced to serve as a discourse structure in the
computational linguistic field. It is intended to describe
texts and offers an explanation of their coherence!'*.
RST gives rise to rhetorical relations. Rhetorical
relations can be described functionally in terms of the
writer purposes and the writer assumptions about the
reader. These rhetorical relations hold between adjacent
and non-adjacent spans of texts.

The output of applying the rhetorical structure
theory to a text is a tree structure that organizes the text
based on the rhetorical relations!'*. This structure is
called the rhetorical schema. Each relation connecting
two spans of a text might be one of two cases: one of
the two spans is more important to the reader than the
other and it represents the semantic of the two spans,
the other case is that the two spans have the same
importance to the reader. In the first case, the important
span is called the nucleus and the other span is called

satellite. The other case is called multinuclear relation
where both spans are considered nucleus. The process
of parsing the text and building the rhetorical structure
is called the rhetorical analysis. During the process of
the rhetorical analysis, the elementary units that
participate in building the rhetorical schema are
determined and then the rhetorical relations that hold
among these units are determined to connect related
spans. Determining the potential relations that connects
related spans could be done using several
techniques'®>®. One of such techniques is through the
use of cue phrases!'®. Marcu!™ has given several cue
phrases that can be used in the English language
processing. Cue phrases have been used in various
application including text segmentation”'*'"®! and text
summarization!”,

MATERIALS AND METHODS

The process of identifying rhetorical relations and
obtaining cue phrases presented in''>'>'®! was based on
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corpus analysis of English texts. Since the analysis was
done on the English corpus, the rhetorical relations that
were identified can serve in the processing and analysis
of English text!”. But there is no guarantee that the
same set of relations work on other languages. Our aim
is to apply such a theory on the Arabic language. We
studied those relations in the Arabic corpus and Arabic
literature!'”. Due to the differences between the Arabic
and English languages, the English rhetorical relations
cannot be used in their present forms for the Arabic
text. For example, the relation concession is not known
in the Arabic rhetoric and literature. This relation and
the relation contrast might correspond to an Arabic
relation that may be called ( /Recalling). In the
sequel we write the relation name in Arabic and its
translation in English using the following format
(Arabic relation name/English relation name). The
following examples clarify the idea:

Example 1: The text in Table 1 was taken from!'*! as an
example of the relation concession. The text is
translated to Arabic to illustrate the use of the relation
in the Arabic texts. The numbers in the subscripts
indicate the unit number

Example 2: The text in Table 2 was taken from * as an
example of the relation contrast between units 1 and 2.
The text is translated to the Arabic languages to
illustrate the relation in Arabic texts. The numbers in
the subscripts indicate the unit numbers.

Table 1: An example the relation concession

(Concern that this material is harmful to health or the environment
may be misplaced.); (Although it is toxic to certain animals, evidence
is lacking that it has any serious long-term effect on human beings.)

h( )

o

Table 2: An example of the relation contrast

(Animals heal,); (but trees compartmentalize.), (They endure a
lifetime of injury and infection by setting boundaries that resist the
spread of the invading microorganisms.);

)a( n( )

o

Table 3: A relation that connects clause with a word (preposition link)

I found my friend in the car Bokwd) (B i Ciaag

Table 4: A relation connecting 2 clauses

I found my friend in his brother’s home 4l (& Ava ciray

Table 5: An example of the relation recall

T will go to work, but T will
not attend the meeting
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Because of the differences in the rhetoric, literature
and relation concepts between the two languages, we
started by studying the Arabic corpus to extract some
Arabic rhetorical relations that reflect the essence of the
Arabic texts.

Our approach to extract the Arabic rhetorical
relations consists of three phases. These are:

Studying the English relations
Analyzing the Arabic corpus
Understanding and using the Arabic cues

First, we extracted some of the Arabic relations
from the English relations. The process consists of three
steps as shown in (Fig. 1). We pick an English relation,
then we scan the Arabic rhetoric and literature
references!"**® for this relation, we also scan the
Arabic corpus collected from!'*** to see if this relation
is explicitly signaled. If so, the relation is added to the
Arabic relations list; otherwise, the relation is ignored.

In the second phase, we looked into the Arabic
rhetoric and literature references that have been written
by Arabic language scholar for the relations that
connect the Arabic clauses. Those relations fall into two
categories:

Connectors that connect clauses as well as words.
Connectors that connect clauses only.

Select English
relation

Search the Arabic
corpus and Arabic
literature for the

relation

<G>

Yes

Add to Arabic

Ign .
€ relations

ore

= @

Fig. 1: The process of extracting Arabic relations from
English relations.
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Table 6: Examples of the cue phrases features

Arabic rhetorical relation Relation name in English

Cue phrases that signal the relation

DR Condition

Joint

exists
Interpretation
Antithesis
Justification
Confirmation
Sequence
Result
Example
Base
Explanation

Determined by word co-occurrence If (co-occurrence < threshold) This relation

satellite nucleus

——» Status

- nucleus_satellite

. —— Relation

rhetorical
relation

features

——+——» Regular expression

> Action beginning

> Position
middle

Fig 2: Features that define the rhetorical relations.

The following examples explain the two categories:

Example 3: The sentence in Table 3 includes the
Arabic relation ( /preposition link) that
connects a clause with a word.

Whereas in the sentence in Table 4 includes the
same relation, but in this case it connects two clauses.

Example 4: The following sentence (Table 5) includes
a relation \( I /Recalling) that connects two
clauses only.

We select the relations that belong to the second
category since we are targeting the relations between
the clauses or sentences.

In the third phase, we scan the corpus to obtain the
words that are considered connector in the Arabic
language. These are known as cue phrases in the
literature™. Next, we examine the relations that they
signal. If a relation belongs to the second category, then
we add it to the Arabic relations; otherwise it is
ignored. Examples 3 and 4 illustrate this phase. The
connectors (underlined) are extracted, then the relations
they signal are studied. Consequently, we make the
decision of including these relations or not.

A relation is signaled by a set
phrases''*'*'®!, We studied the Arabic rhetorical

of cue
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relations shown in Table 6 and observed the cue
phrases that signal each one. The set of cues that we
generated are used in the rhetorical parser of the Arabic
text. Each cue phrase signals a rhetorical relation
between two units based on some features. These
features are extracted from the corpus analysis of the
cue phrases. In the sequel, we present some of these
features Fig. 2.

e Status: Specifies the rhetorical status of the units
that are linked by the cue phrase. Its value must be
either satellite nucleus, or nucleus satellite
indicating that either the designated cue phrase
connects two units where the first one is satellite
and the second one is nucleus or the first one is
nucleus and the second one is satellite

Position: Specifies the position in the text where
the cue phrase must be located. Its value is either
beginning indicating that the designated cue phrase
is located in the beginning of the statement, or
middle indicating that the cue phrase is located in
the middle of the statement

Action: Specifies the action that this cue phrase has
in determining the elementary units.

Relation: Specifies the relation that this cue phrase
signals

Regular  expression:  Specifies
expression of the cue phrase.

the regular

RESULTS

Table 6 lists eleven new relations that rise in
Arabic texts and that were obtained using our approach.
Table 7 shows an example of the described features for
the cue phrase) ¢! /if). As shown in the table, when the
cue phrase comes in the Beginning (B) of the statement,
it connects the unit that the cue phrase ¢! is located in as
Satellite (S) with the one that comes next to it which is
considered as Nucleus (N). The other case is when the
cue phrase ¢! is located in the Middle (M) of the
statement; it connects the unit that comes before the one
that this cue phrase is located in as nucleus, with the
unit where the cue is located as satellite.
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Table 7: Examples of the Arabic cue phrases features

Regular Expression Position Relation  Status Action

(\s ) B S N Normal
then comma

(\s \s) M N S Normal

Table 8: An example with cue phrase whose action is nothing

(The meeting of enhancing the company’s software will be

deferred until the end of the vacation,);

(this is due to the absence of most of the employees.),

(- )
Bl )i

Table 9: A text unit boundary based on cue phrase with action
nothing followed by a cue phrase that has an action

(A team of engineers will visit the company headquarter to evaluate
the existing equipments); (that is, if the team was formed in the
appropriate time),

)

(22l i gl 8 (3 58 S o3 13)) ¢

P Normal

P Normal then comma

Action » Dual

»  End

» Nothing
Fig 3: Actions used by the Arabic cue phrases

Before building the rhetorical relations, the text
units that those relations are toiled for should be
determined. Since the rhetorical relations are signaled
by specific cue phrases, the determination of the text
units is based on cue phrases too'>'*'®\ The cue
phrases are considered as the units connectors. Each
cue phrase has a specific action on determining the text
units. The result is a set of actions that are associated
with the cue phrases. We present the actions that are
used by the Arabic cue phrases to determine the text
units of a discourse Fig. 3

e Normal: Adds a unit boundary before the cue
phrase

e Normal then comma: Adds a unit boundary before
the cue phrase and another unit boundary after the
first occurrence of a comma, a semicolon or an end
of a statement. If a comma is met and it is followed
by the cue phrases ( /and) or (sl /or) it adds a unit
boundary after the next occurrence of the three
markers

e Dual: Same as the action normal if the cue phrase
is not preceded by another cue phrase, action
normal then comma is applied otherwise

e End: Adds a unit boundary after the cue phrase

e Nothing: Bypass the cue phrase, this action is
associated with a cue phrase that does not signal a
rhetorical relation but helps other cues in
determining the text units

In the case that a cue phrase is followed by another
cue phrase, we consider the first cue phrase as the unit
boundary determiner if its action is not nothing and the
cue phrase that follows is by passed. The example of
Table 8 illustrates this case:

In this example, two cue phrases (underlined) exist
in unit,, the first one ( 4 sl /that is) signals the relation
( /interpretation) and the second one (< due
to) signals the relation ( /justification). In such a
case, the first cue phrase is considered as the unit
boundary determiner. It will apply its action.
Consequently, this cue phrase will signal the rhetorical
relation for unit,.

In the case that a cue phrase has the action nothing
and it is followed by another cue phrase that has a
different action, the second cue phrase will determine
the text unit boundary based on its action. However, the
unit determiner is put before the first cue phrase that
has the action nothing. The example of Table 9
highlights this case.

In this example, two cue phrases (that is and if)
exist in unit,, the first one ( 13 /that is) has the action
nothing and doesn't signal a discourse relation. The
second one(ld /if) signals the relation condition.
Consequently, the second cue phrase determines the
rhetorical relation for unit,. It also determines the text
unit boundary according to its action. However, the unit
determiner will deal with the first cue phrase so that
unit boundary is added before it instead of the second
one. The same idea is applied in case if a cue phrase is
followed by more than one cue phrase. The Arabic
relations mentioned in Table 6 differ in terms of the
units that they connect. Some relations connect two
units. These are called binary relation. In other cases,
they connect one unit with one or more other units.
These are called bulky relations.

We observed from the Arabic discourse that the
relations ( /result), ( /example) and (
/base) are bulky relations. The relation ( /result)
normally connects one unit as a result of one or more
units. Consider the example of Table 10. Note that unit,
and unit, are parameters for the result mentioned in
unit3.
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Table 10: An example of a bulky relation

(These days are the last days in the semester,); (and we expect that
many students will have good grades.), (Consequently, the school
is preparing a party to prize those students.);
) a(
)(

Table 11: A relation that connects one unit with fact units

(As known, fruits are essential source of vitamins that are necessary
for human.); (Doctors always recommend eating fruits.), (The
existence of this source over the year is one of the God’s merciful.);
(For example, you can find orange and apples in the shops in all over
the year and they contain useful vitamins for the bodies.),

h( )

)a(
)a(
«

Table 12: A relation that has several units built upon it

(Based on what HR manager recommended,); (the company’s general

manager decided to promote all the employees who have grade 5 and
above,), (and grant those employees certificates.);

h( )

)a( 5

o

The relation ( /example) normally connects
one unit with one or more units that are facts. Consider
the text fragment of Table 11.

In this example, unit, is related to all the units that
came before it, namely, unit;, unit, and unit;. This is
because unit, is an example of the facts in units 1, 2 and 3.

The relation) s2c& /base) normally connects one
unit as a base that one or more units are built upon. The
example of Table 12 illustrates the relation.

Note that unit; is related to both unit, and unit; as a
base that the two units 2 and 3 are built upon.

The examples mentioned above showed that the
three relations ( /result), ( /example) and
( /base) might connect one unit with several units
and because of this we have to handle them depending
on the position of the indicator. This takes place
according to the following:

If the cue phrase that signals the bulky relation
comes in the first unit of the paragraph, this unit is
related with all the subsequent units up to the end
of the section

If the cue phrase that signals the bulky relation
comes in a unit in the middle or in the end of the
paragraph, this unit is related to all the preceding
units
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e The other relations connect two units according to

the position of the cue phrase

Text is principally coherent, which means that a
unit in the middle of the text might be related to another
unit in the beginning. In constructing the rhetorical
relations based on cue phrases, the relation that will be
built will relate adjacent units only, which will lead to a
rhetorical representation that misses some important
relations between units that are not adjacent. When
dealing with building the rhetorical relations between
the text units we recall what Marcu stated in!"*! that An
accurate determination of elementary units of a text and
of the relations that hold among them is beyond the
current state of the art in natural language processing.

To solve this problem, Marcu in'"*'® performed a
corpus analysis of the English cue phrases and assigned
a value called Maximal distance to each cue. This value
holds the number of units found between the textual
units that are involved in the rhetorical relation signaled
by the designated cue phrase. The number is manually
assigned to each cue by studying the maximum number
of units that come between the participant units of the
rhetorical relation in the corpus analysis of the cue
phrases. For example, the cue phrase Although has been
assigned the value 5 for its participant units in the
relation elaboration. This means that the relation
elaboration is hypothesized between the unit that
contains the cue phrase and all the four units that come
before (Maximal distance-1 specified by
Marcu!*'®!). This technique has some disadvantages
including:

as

e Complexity in determining the cue phrases: To
determine the cue phrases that signal the rhetorical
relations, we have to investigate the occurrence of
each cue in several texts to determine the value of
the maximal distance

Complexity associated with adding more cue
phrases: The relations and cue phrases are open
lists. It means that they are subject to future
expansion. Each time a relation is added, it is
corresponding cue phrases need to be investigated
in terms of the maximal distance they have

The semantic of the cue phrases depends on the
context: The semantic of a certain cue phrase
varies. A cue phrase in a certain context may
connect certain number of units, whereas it may
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connect different number of units in another
context. Making each cue connects a fixed number
of units for all the texts they appear in, does not
reflect the fact that they depend on the context

To avoid such disadvantages, we followed a
different approach. Our approach depends on the fact
that the nuclearity relation among the text units is a
transitive relation. This fact is based on (dilemma 1). In
the sequel, we use the following notation: rhet rel; (rel,,
uj, ux), where rhet_rel; defines the relation i that exists
between the unit j and the unit k.

Dilemma 1: If there are three units u;, u, and uz such
that:

rhet_reli(rel;, uy u;) where u, is satellite and u; is
nucleus,

and

rhet_rely(rel,, us, u,) where u; is satellite and u, is
nucleus,

Then:

u, i1s more salient than us.

DISCUSSIONS

In our investigation and tedious analysis of Arabic
corpus, we observed that in most cases, there is an
implicit transitivity relation over the hypotactic Arabic
rhetorical relations. Consider the following example
(Table 13).

Table 13: An example of hypotactic Arabic rhetorical relation
transitivity

(Khalid didn’t go shopping today ;), (indeed, he did not get
out of his home), (because of the rainy weather.);
)a( )

1

Bl

1. Set threshold to t.

. Parse the units that do not have a cue phrase
connector.

. Count the number of words that exist in the
participant units.

. If the frequency of a word w; > t, then Associate the
relation "explanation" "daai™" for the second unit
with the first one.

. Otherwise, associated the relation "joint " "ake",

Fig 4: Steps of the word co-occurrences technique.
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Input A word
Output A stemmed Word
Begimn
If word. Length=3
return word
If first two letters are Ji
remove them
If word. Length=2
return word
It last letters are in the set
The, Ol Sl s G s, 2n 08
remove them
return the new word

Fig5: An Arabic word stemming algorithm.

In the above example, unit, has the relation) ~—Ssi
/confirmation) with unit; and unit; has the relation)
J—la3 Jjustification) with unit,. Further, unit; has the
relation /justification) with unit,.

Therefore, we hypothesized that the hypotactic
Arabic rhetorical relations are transitive. Accordingly,
we apply the following rules when rhetorically parse
the Arabic text:

If rhet reli(rely, s, n;) and rhet rely(rel,, s, ny)
such that n, = s; — new relations rhet_rel; (rel,, s,
1’11)

If rhet_rell(rell, s1, nl) and rhet _rel2(rel2, s2, n2)
such that nl = s2— new relations rhet _rel3 (rell,
sl, n2)

Since paratactic relations have both of their spans
as nucleus, transitivity is not applied on them. Further,
it should be noted that in some situations, there is no
cue phrase connector between two units; in this case the
relation is hypothesized between these units using a
technique called word co-occurrences. It is summarized
in Fig. 4. The parser parses the units that do not have a
cue phrase connector and count the number of words
that exist in the participant units; if the number of a
certain word existence exceeds a certain threshold, the
second unit is consider to have the relation (
/explanation) with the first one. If the number of the co-
occurred words does not exceed the threshold, the
relation ( /joint) is hypothesized between the units.

Note that when counting the co-occurred words,
the words are not taken as they are since two similar
words might have different morphemes. Thus the words
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are stemmed and then compared. The problem is that in
Arabic language we lack an accurate stemming
algorithm, but we developed a simple stemming
algorithm that is suitable for word comparison but it is
not fully accurate. The algorithm is explained in
(Fig. 5). When the stemmed words are compared, the
comparison algorithm checks the two words: If they
have similar three or more letters, it considers them as
similar words; otherwise they are considered not
similar.

CONCLUSION

We showed a framework of applying RST on
Arabic language in order to rhetorically parse and
understand the Arabic texts. We discussed an approach
to extract the Arabic rhetorical relations that is based on
studying the English rhetorical relations, analyzing
Arabic corpus and realizing the rhetorical impact of the
Arabic cue phrases to facilitate and understand given
Arabic texts. The Arabic corpus was collected from
famous Arabic literature!”*. There are several
applications to this work including: Text summarization
and generation, information retrieval and text
segmentation. We introduced an approach to deal with
text coherency that suits the characteristics of the
Arabic language and avoids the disadvantages of
previous approaches. We are in the process of
implementing the findings of this work to build a
system to automate Arabic text summarization.
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