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Perfor mance of Unequal Error Protection Using Maximum A- posteriori Probability
Algorithm and Modified MAP in Additive White Gaussian Noise and Fading Channel
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Abstract: Problem statement: In this study we propose a method to improve ghe€formance of
Maximum A-Posteriori Probability Algorithm, whichsiused in turbo decoder. Previously the
performance of turbo decoder is improved by meahssaaling the channel reliability value.
Approach: A modification in MAP algorithm proposed in thistudy, which achieves further
improvement in forward error correction by meansscfling the extrinsic information in both
decoders without introducing any complexity. Theaer is modified with a new puncturing matrix,
which yields Unequal Error Protection (UEP). Thisdified MAP algorithm is analyzed with the
traditional turbo code system Equal Error Protec{BEP) and also with Unequal Error Protection
(UEP) both in AWGN channel and fading chan&dsult: MAP and modified MAP achieve coding
gain of 0.6 dB over EEP in AWGN channel. The MARI anodified MAP achieve coding gain of 0.4
dB and 0.9dB over EEP respectively in Rayleighrigdthannel. Modified MAP in UEP class 1 and
class 2 gained 0.8 dB and 0.6 dB respectively inGN\\channel where as in fading channel class 1
and 2 gained 0.4 dB and 0.6 dB respectiv€lgnclusion/Recommendations. The modified MAP
algorithm improves the Bit Error Rate (BER) perfarme in EEP as well as UEP both in AWGN and
fading channels. We propose modified MAP error ection algorithm with UEP for broad band
communication.
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INTRODUCTION information part, and can get relatively higher BER
the non important information part properly. Foe th
UEP Turbo Cod&? is development of traditional decoding of traditional Turbo Codes, the BER have
Turbo code in practical application. In the appica nothing to do with the position of information syatp _
of some fields, information has different important@nd these codes are called the Equal Error Protecti
degree, such as digital video broadcasting andatligi (EEP) Turbo Codes.
audio broadcasting. The UEP Turbo Codes carry on
extra protection to the important part in informati MATERIALSAND MATHODS
source, thus improving the accuracy of decodinguabo
the important information. Such unequal protectionEqual error protection turbo codes. Turbo Code is
characteristic can be used for telephone commuaitat an outstanding channel code scheme, proposed by
of moving satellites and transmitting the picturatad Frenchmen Berrou originally in 1988, In Fig. 1
compressed, by setting information bit that shdmd represent a generic Turbo Encoder with Equal Error
protected carefully; the whole communication Protection. The first block of data will be encodeyl
performance of some system would be improved. Thishe RSC ENCODER1 (D1) block. The same block of
study introduces an implementation of UEP Turboinformation bits is interleaved by the Interleaver
Codes by designing a new puncturing matrix schemeINT)®® and encoded by RSC ENCODER2 (D2).
We assume the source encoders produce the binafhe code word in framed by concatenatiXg,
symbol frames. Each frame of the source signalbean Yk, Yox. The main purpose of the INT is
divided into important and not important informatio to increase the minimum distance of tharba
As to the fixed code rate, decoding delay andcode such that after correction in odanension
complexity, better code scheme can get lower BiblEr the remaining errors should become rexbable
Rate (BER) while decoding to the importanterror patterns in the second edfigion.
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Data in ¢, X communication channels. Since the code is systemati
dg is the input data at time R, andY,, are the two
parity bits at time k. The output of the encodeis@s
N shown below:

D1 —0
C:(XK'YlK'XK’YZK’XK'YlK'"') (1)

yAaQg Buipunodwo)d

—0
INT iy D: Y, The decoding algorithms used are the MAP

algorithm of BaHl! modified MAP. Fig. 2 shows
generic turbo decoder. In modified MEP the
extrinsic information is multiplied by the scalifactor
which is the empirical value; which enrich the exic
information to the decoder (DEC1) of Fig. 3. Thdtso
outputs from the component decoders are typically
De-INT represented in terms of the so-called Log-Likelihoo
Xk Ratios (LLRs), the magnitude of which gives thensig
R 2 of the bit, and the amplitude the probability afarect
_'_.I,DEC 1 Randon DEC ¢ decision. The LLRs are simply, as their name ingplie
INT the logarithm of the ratio of two probabilities. rFo
example, the LLRL(u,) for the value of decoded it

Ylk l_ De_INT iS giVen by
Randon ( )
| INT v Lu)=n| Pla=+D))

Harc (1 P(u =-1) @)
Decision

Fig. 1: Block diagram of Turbo Encoder

A 4

A

Demux

Where P(u, =+1) is the probability that the i = +1,
and similarly forP(y =-1). Notice that the two

possible values of the bii, are taken to be +1 and -1,

Fig. 2: The decoder of the Turbo Codes rather than 1 and 0. The decoder operates itetativ

The error decrease as the number of iterations

increases. When the iteration is finished, the soft

@ De-INT outputs of second decoder are deinterleaved aradca h
SF

Outptut

Xk decision is made to obtain message bits C.
> Unequal error protection turbo code: The UEP
S| DEC 2 . .
—¢> DEC 1> R?mom < Turbo Codes carry on extra protection to the ingourt
~ ) v part in information source. The UEP is implemertigd
g Yk | De-INT designing a new puncturing matrix scheme to exgstin
8 turbo code. Unequal Error Protection is made ugpvof
Random
> INT 2 same RSC component encoders and one pseudo-
D:Cei‘;?m random interleaver. For being convenient, we can
Y v regard a trellis termination Turbo Codes as a sratf
Output systematic block cod®s As Fig. 4 shown, the input

arrays turn into parity bits of ;¥ and ¥y through
Fig. 3: The decoder of the Turbo Codes with singletwo RSC component encoders and interleavers.We
scaling factor can raise the rate by puncturing redundantectors.
Vector y (Y and Yok) can be expressed with binary

This is rate 1/3 turbo code, the output of the durb Vector  Pi. Binary bits 0 and 1 in  the vectoshow
encoder being the triplet (X Y1, and Ya). This triplet ~ puncturing and un-puncturing in this looati of
is than modulated for transmission across thdnformation respectively.
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Let w(p) denote Hamming weight then the rate of c o G,

the resulting punctured Turbo Codes with trellis c=1c& ... ¢ )
termination is, ng qﬁ
7 e a2

Where t is the number of input symbols necessary
for trellis termination. In EEP, puncturing mattias a o _
unified form, for example: Unequal Error Protection is generated by assuming
The parity bits yYs are through puncturing the information m=gd of size k are partitioned

matrix yuya« and information bits xare formatted as Mo{C;.i0M.C,, } classes, according to importance
the following form: criterion. {k,,i0[1,C,,, ]} Shows the set of the length of

each Ci class. Fig. 5 shows block diagram of unequa
DeINT error protection turbo encoder. The rate in the un-
SF@ SE punctured Turbo Codes system (EEP) is 1/3. Suppose
Crna= 3, the unequal error protection turbo codes
increase the redundant information in C1 and C2
classes. In order to balance the rate of totabtudles,
it is necessary to reduce the redundant informatibn
C3 corresponsive. Two puncturing matrix are designe
separately (R P,). Parity bits y, and gy pass one’s
g own unequal puncturing matrix &nd B, and then are
Decisior sent to the compounding device respectively. The
' v binary bit 1 in the puncturing matrix means keepting
Output corresponding bit, while the binary bit 0 meansteg
the corresponding bit. Because the information gmss
Fig. 4: The decoder of the Turbo Codes with doublehe interleaver, and is encoded by the RSC compgonen

Randt
o DEC1 (3] mINT

Demuy

scaling factor encoder2, it is necessary to interleavd Before
X puncturing Y%k. So, the operation principles of the
Datai ‘ unequal error protection turbo codes encoder are as
_ Xi i o follows:_ Accordin_g the.structure of frame to destpe
Yo g puncturing matrix. Firstly: we must accord the
§ ¢ importance of each part of information and equa®)n
] 3 —> to confirm the partial rate of ;&lass and Hamming
=] . . .
g gl weight of puncturing matrix P2 Then, we need to
Randan INT —~ @ design the structure of puncturing matrix@hd B, to
[ ] 8

confirm the protection situation of the informatibis
Yax to be encoded. The information to be encoded passes
two component encoders and two puncturing matrix,
and then get the parity bits;Y Yok. Xy, Y1k and Yok
are input to the channel through compounding device

In our experiment the generator matrix of Turbo
Codes is (7, 5), the size of the frame to be entadsle

Fig. 5: Block diagram of unequal error protection
Turbo encoder

=m (3) 182. We apply EEP and UEP to the information. The
! 2 frame is divided into 3 classes according to the
importance. And let k1 = 28, K2 = 28 and k3 = 126.
The Table 1 provides the contrast of EEP and UEP.

P= 10 Turbo codes and redundancy weight of each class.
0 1 (4) The partial rate of C1 and C2 in UEP are both 1/3.

The partial rate of C3 is 0.64285. Without loss of
generality, suppose the distribution of importait$ In
the information has the following forms:
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Table 1: The contrast between EEP and UEP

Classes 1 2 3
Symbols 28 28 126
Code rate EEP 172 12 1/2

UEP 1/3 1/3  0.64285
Redundancy weight EEP 28 28 126
UEP 56 56 70

e C1

BIT ERROR RATE (BER)

0.2 04 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Eb/No in dB

Fig. 6: Unequal Error Protection using MAP in AWGN

channel

-e-C1

BIT ERROR RATE (ber)

0.2 04 0.6 0.8 1.4 1.6 1.8 2

1 1.2
Eb/No in dB

Fig. 7: Unequal Error Protection using Modified MAP B, P. P,

in AWGN channel

o C1

BIT ERROR RATE (ber)

107
0.2 04 0.6 0.8

1 1.2
Eb/No in dB

As we can see class 1 and class 2 have kept all
parity information of two component encoders. The
information bits in class 3 have been punctured
according to the Hamming weight of redundancy
vector. Table 2 and Table 3 show the puncturingimat
of P1 and P2 respectively as mention in the Fig.2.

Fig. 6 and 7 shows the simulated result for the MAP
algorithm modified MAP in AWGN channel. The UEP
Turbo Codes achieves a coding gain over the EEP
codes of about 0.6dB for class 1 (C1) and class2) (
messages for both MAP and modified MAP. But in
modified MAP BER is reduced over all.

Table 4: shows the allocation of redundancy bit for
different classes of message to simulate the MAP
algorithm with double scaling factoFig. 8 shows the
simulated result for modified MAP with double scaji
factor. Here in class 1 gained 0.8 dB and clasaieg|

0.6 dB over EEP in AWGN channel.

Table 2: Puncturing Matrix P1

PP R R Pa
15 P116 P117 Plls """"""" P516
R Ps P Fo P
P1069 Plo70 P1171 F)1072 """""""" P1082
Table 3: Puncturing Matrix P2
PP R R P
15 P116 P117 Plls """"""" P516
P:? P518 P:Q 60 000 e P;JO

P1172 """""""" P1182

Table 4: The contrast between EEP and UEP with [BoBbaling

Factor
Classes 1 2 3
Symbols 28 28 126
Code rate EEP 1/2 1/2 1/2
UEP 1/3 0.3888 0.6057
Redundancy weight EEP 28 28 126
UEP 56 44 82

Fig. 9 and 10 shows the simulated result for theRMA
and modified MAP algorithm in Rayleigh fading
channel. Fig. 11 shows the simulated result for
modified MAP with double scaling factor. Here iras$

Fig. 8: Unequal Error Protection using Modified MAP 1 gained 0.4 dB and class 2 gained 0.6 dB at 1.2 dB

with double scaling factor in AWGN channel

over EEP in fading channel.
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RESULTS

The simulation parameters are given below
Channel: AWGN and Raleigh Fading channel.
Modulation: Binary Phase shift Keying (BPSK)
Component encoder: Recursive convolution codes

=)
[

BIT ERROR RATE (ber)

] (RSC)
N n=2, k=1, K=3, G0=7, G1=5
Interleaver: 2048 bit random interleaver
107;2 04 0.6 0.8 1 1.2 1.4 1.6 1.8 ‘E |terat|on' 8
Eo/No in a8 Rate: 1/2

Fig. 9: Unequal Error Protection using MAP RayleighThe results are shown in Fig 6 to 11.

fading channel

DISCUSSION
i i In this paper we proposed a new Unequal Error
et Protection Turbo Codes using modified MAP. The

experimental results have proved that it not insireg

the system complexity. MAP and modified MAP
achieve coding gain of 0.6 dB over EEP in AWGN
channel. The MAP and modified MAP achieve coding
gain of 0.4 dB and 0.9dB over EEP respectively in
Rayleigh fading channel. Modified MAP with double
scaling factor class 1 and class 2 gained 0.8 dBOa®

dB respectively in AWGN channel where as in fading

‘ . L channel UEP class 1 and 2 gained 0.4 dB and 0.6 dB
2 04 06 08 E:J/Noin1dzB 14 16 18 2 respectively.

BIT ERROR RATE (ber)

CONCLUSION

Fig. 10: Unequal Error Protection using Modified MA

in Rayleigh fading channel The modified MAP produces better performance
than MAP both in EEP and UEP. It also producesebett
performance both AWGN and Fading channel.
Comparing EEP and UEP, UEP produces better
performance. So we propose modified MAP turbo code
with UEP for broad band communication.
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