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Abstract: In this study we present our initial idea for using genetic algorithms to help a controllable 
mobile robot to find an optimal path between a starting and ending point in a grid environment. The 
mobile robot has to find the optimal path which reduces the number of steps to be taken between the 
starting point and the target ending point. GAs can overcome many problems encountered by 
traditional search techniques such as the gradient based methods. The proposed controlling algorithm 
allows four-neighbor movements, so that path-planning can adapt with complicated search spaces with 
low complexities. The results are promising. 
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INTRODUCTION 

 
 In the past two decades, different conventional 
methods have been developed to solve the path 
planning problem, such as the cell decomposition, road 
map and potential field [6, 7]. Most of these methods 
were based on the concept of space configuration [8]. 
These techniques show lack of adaptation and a non 
robust behavior. To overcome the weakness of these 
approaches researchers explored variety of solutions [1]. 
GA has been recognized as one of the most robust 
search algorithms for complex and ill-behaved 
optimization problems [9]. The basic characteristic 
which makes GA’s attractive in solving such types of 
problem, is that they are inherently parallel search 
techniques and can search for optimal in dynamic 
environments [1, 10, 11]. GA was used to control a mobile 
robot moving in an environment which has number of 
static obstacles and to control robot motion with 
dynamic obstacle [12]. Some of the proposed techniques 
in [10-12] suffer from many problems. They include (1) 
computationally expensive (2) requires large memory 
spaces when dealing with dynamic and large sized 
environments, (3) time consuming. In [13,14], authors 
used Fuzzy Logic and Neural Network to handle the 
path planning problem, respectively.  
 In the last decade, genetic algorithms have been 
widely used to generate the optimum path by taking the 
advantage of its strong optimization ability. This 
research is motivated by earlier work presented in [1]. In 
this study, we provide an initial idea based genetic 

algorithm to select the shortest path in predictable 
environment which will be able to handle static 
obstacles. We propose a mobile robot controlling 
algorithm which allows four-neighbor movements, so 
that path-planning can handle complicated search 
spaces with low complexities. 
 
Problem formulation: The mobile robot path planning 
problem is typically formulated as follows: given a 
mobile robot and a description of an environment, we 
need to plan a path between two specified locations, a 
start and end point. The path should be free of collision 
and satisfies certain optimization criteria (i.e., shortest 
path)[3]. According to this definition, path planning 
problem is categorized as an optimization problem.  
 Researchers distinguish between various methods 
used to solve the path planning problem according to 
two factors, (1) the environment type (i.e., static or 
dynamic[5], 2) the path planning algorithms (i.e., global 
or local)[3]. The static environment is defined as the 
environment which doesn’t contain any moving objects 
other than a navigating robot; while the dynamic is the 
environment which has dynamic moving objects (i.e., 
human beings, moving machines and moving robots).  
 The global path planning algorithms requires a 
complete knowledge about the search environment and 
that all terrain should be static. On the other hand, local 
path planning means that path planning is being 
implemented while the robot is moving; in other words, 
the algorithm is capable of producing a new path in 
response to environmental changes [3]. 
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Proposed algorithms: To use GAs for solving the path 
planning problem, we considered number of steps. 
These steps are: 
 
• First: Convert the search environment to a grid 

graph (i.e., node). Thus, the robot shall move in a 
step fashion on the proposed grid as they appear in 
the real environment 

• Second: Specify the staring and ending point where 
the path need to be established 

• Third: Defining the static obstacles locations on 
each node of the grid 

 
Path planning technique: In this study, we present the 
main steps for the proposed path planning techniques.  
 
Initialization: Create an initial population with a 
predefined population size. The population contains 
number of individuals (i.e., chromosomes). Each 
individual represents a solution for the problem under 
study. In our case, each solution is in fact a path 
between the start and end point in the search space. The 
initial population with size n can be presented as: 
 

Initial Population = <p1, p2,…,pn> 
 
 Each structure pi is simply an integer string of 
length L, in general. Each structure pi represents a 
vector of node numbers in the grid which can take 
values of 1, 2, …, L (i.e., search space).  
 Normally, GAs individuals can contain any point 
value between the starting and ending point. Thus, the 
individual generated by GAs is in the form of: 
 

<c1, c2,…,cl > 
 
where, l is the number of visited node in the search 
space. The starting and ending point will not be shown 
in this individual. This is why we need to make some 
modification to the individual structure so that we can 
add the starting and ending point. The modified 
individual representation will be: 
 

<cstart, c1, c2,…,sl, cend> 
 
Fitness function: Fitness function represents an 
important part of any evolutionary process using GAs. 
Appropriate selection of the fitness function will lead 
the search towards the optimal solution.  
 The optimal path, in our case, is the shortest path 
between the starting and ending point. Thus, the fitness 
function is responsible on finding this path. The 

shortest path helps computing the total number of steps 
the mobile robot need to take to reach the ending point.  
 Consequently, the fitness value for a complete 
solution will be computed as: 
 

pi = d0 + d1 +…+ dm 
 

d0 = The distance between cstart, c1  
d1 = The distance between c1, c2 
d2 = The distance between c2, c3 
dm = The distance between c1, cend 
 
Fitness computation: To compute the fitness function 
for an individual, we should have the coordinates of 
each point in the individual (i.e., column and row for 
each cl from a lookup table). Thus, we can compute the 
distance between any two points in the search space 
(i.e., environment of the robot).  
 Assume we have two points in the search space 
xcurrent, xnext. The distance between the two points can be 
computed using the following equation: 
 

next ,col current ,col next , row current ,rowD x x x x= − + −  
 
 Absolute value is important since distance is a 
quantity value. 
  
Experiments: In this study, we present our 
development experiments in with two types of 
environment (i.e., obstacle free and obstacle 
environment). 
 
Obstacle free environment: We used Genetic 
Algorithms to search a space of 10×10 and 100×100 
nodes to find an optimal path for a mobile robot to 
move from a start to end points. In our experiment we 
used an individual structure of 7 elements and 18 
elements, respectively. This means that the mobile 
robot could visit the same point number of times. This 
is why GAs has to pick up the best path which avoids 
this type of problems. 
 We ran GAs with various population sizes 10, 20 
and 50, respectively. The goal is to investigate about 
the behavior of GAs in each case. This will also help in 
showing that GAs will converge to the optimal solution 
(i.e., optimal path) in each run.  
 In Table 1 and 2, we show the computed results 
using GAs with various population sizes, the best 
fitness value achieved after each run and the generation 
number where this value was found.  
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Table 1: A 10×10 grid with obstacle free environment  
Exp # Population size Best fitness value Generation No. 
1 10 20 60 
2 20 18 60 
3 50 18 8 

 
Table 2: A 100×100 grid with obstacle free environment 
Exp # Population size Best fitness value Generation No. 
1 10 198 80 
2 20  198 40 
3 50 198 30 

 
Table 3: Indoor-like environment 
Exp # Population size Best fitness value Generation no. Color 
1 10 38 100 Red 
2 20 32 100 Pink 
3 50 28 60 Blue 

 

 
 
Fig. 1: Convergence process for GAs with a 100×100 

grid with obstacle free environment 
 
 In Fig. 1, we show the convergence process for the 
GA in the case of the second experiment (100×100 
nodes). It is shown that with various population sizes, 
GA selected the optimal path in all cases. The best 
fitness value found equal to 198. 
 
Obstacle avoidance: In this study we propose three 
different environments with various obstacles locations. 
They include: 
 
• Indoor environment 
• Moderate scattered environment 
• Complex scattered environment 
 
 The three environments are shown in Fig. 2, 3 and 
4, respectively. In Table 3, 4 and 5, we show the best 
discovered paths using GAs with the three explored 
environment. 
 
 

Table 4: Moderate scattered environment 
Exp # Population size Best fitness value Generation no. Color 
1 10 26 90 Red 
2 20 22 90 Pink 
3 50 20 70 Blue 

 
Table 5: Complex scattered environment 
Exp # Population size Best fitness value Generation no. Color 
1 1000 26 80 Red 
2 1200 26 30 Pink 
3 2000 24 20 Blue 

 

 
 

Fig. 2: Indoor-like environment 
 

 
 

Fig. 3: moderate scattered environment 
 
In Fig. 2, 3 and 4 we also show three best paths 
developed with various colours (i.e., red, pink and 
blue). It was found that increasing the number of 
generation helps finding the shortest path with less 
number of generations. Although, we know that the 
larger the number of individual in the population (i.e., 
large population size) is the larger number of 
computation.  
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Fig. 4: Complex scattered environment 

 
CONCLUSIONS 

 
 In this study we presented the idea of using Genetic 
Algorithm approach to solve the mobile robot path 
planning problem in static environment with predictable 
terrain. We proposed a simplified fitness function 
which utilizes the path length. We explored the 
performance of the evolutionary process with varies 
population size. Our preliminary experiments show that 
the proposed approach is effective and efficient in 
handling different types of tasks in static environments. 
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