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Abstract: Mobile Ad Hoc Network (MANET) consists of dynantigpology as nodes in the network
are mobile, and connected via wireless links. Thdes are grouped in clusters for the purpose of
routing. Nodes within the cluster communicate diyecHowever, nodes communicate outside the
cluster through a centralized node that is calleduaterhead. An elected clusterhead is assigned fo
communication with all other clusters. The cenpedi clusterhead can become a bottleneck and
possibly cause a lower throughput for the clustersiystem. We propose a mechanism in which
communication outside the cluster is distributetbtigh separate clusterheads. We prove that the
overall averaged throughput for the clustering eysincreases considerably, about doubles for our
distributed number of clusterheads. We also shaw te increase in overall averaged throughput is
reduced by the increase in the overall averageat eate ratio resulting from the added clusterheads
Additionally, the routing reliability to outside éhcluster is increased since routes to differeutels

use distinct clusterheads.
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INTRODUCTION

) ) ) order to distribute the load among multiple hostshie
A wireless ad hoc network consists of mobile nOde%luster[”[“]m”} Our approach can use any of them to

that move freely and communicate with each othe
using wireless links. A MANET system does not
require a predetermined infrastructure and nodessc

hosts and as routers for other nodes. Nodes aupexo outlines system model used, section 0 discusses the

into distinct or overlapping ~ clusters. - Clustering numerical results obtained, and finally section 0
provides a hierarchical MANET system which assists discusses the conclusions and proposes future work.

making the routing scalable. Some of the nodes are
elected to be part of the backbone for the MANET
systemPIIeINS-21 These nodes are called clusterheads
or gateways. Clusterheads are elected according t®everal mechanisms of clusterhead election exigt wi
several techniques. The clusterhead allows foan objective to provide stable and efficient rogtin
minimizing routing details overhead from other nede the MANET systen?*I221 5ome mechanisms favor
within the cluster. Overlapping clusters might havenot changing the clusterhead to reduce the sigmalin
nodes that are common among them which are calledverhead involved in the proceds which also makes
gateways ™. MANET requires efficient routing the elected node usage of its own resources higher.
algorithm in order to reduce the amount of sigralin Other mechanism assigns the clusterhead basedeon th
introduced due to maintaining valid rout¥¥!, and node id as in the Linked Cluster Algorithm, LCA,
therefore enhance the overall performance of thevhich selects as the clusterhead the node with the
MANET system. As the clusterhead is the centralenod highest ID™. However, this selection process burdens
of routing for packets destined outside the clusteghe the node due to its ID. Other mechanisms favor
distinct clustering configuration, the clusterheadallowing some type of fair share of clusterhead
computing machine pays a penalty of unfair resourceesponsibility by changing the clusterhead basea@ron
utilization such as battery!, CPU, and memory. assigned ID to the clusterhe®q where all nodes have
Several studies have proposed a clusterhead eldntio a chance to be a clusterhead for a clusterheadiatura

®lect a clusterhead. This paper is organized sl
Section 0 discusses the related work, section 0
discusses the approach taken for this researctiois€c

RELATED WORK
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budget. This mechanism keeps the clusterhead lodtie zone, and reactive routing is used which trgge
within one node for the clusterhead duration budgetrouting request. As a result of a routing respoose, of
while it provides a balance of responsibilities fmdes ~ the peripheral nodes will be used as an exit rénate

within the cluster. A node with a high mobility eanay € zone to the destination. While, if clusterirg i
not get the chance to become a clusterhead if tgPplied, the same elected clusterhead is usedting

mobility rate is higher than the duration of cluktad o_ut3|de the cIuster_ W'thOUt triggering - any  route
. . . ___discovery to the destination.
rotation. Other clusterhead election mechanisms

consider relative node mobility to ensure routirghp  As discussed above, the main focus of the previous
availability @48l however causing an added work focuses on an election of one clusterheadafor

signaling overload and causing the elected clusseth c!uste_r. Even though this minimizes the . overall
. e signaling overhead in the cluster, but it mainlynca
to pay the higher resource utilization penalty.

make the central clusterhead a bottleneck.

We can conclude from the existing research thatrsév

tradeoffs exist for the elected clusterhead andother APPROACH

cluster nodes. Firstly, the clusterhead has to bigger

resource utilization such as power, which may deple The base of our research is the distinct clustering
its battery sooner than other nodes in the cluster. approach where one clusterhead is elected. We
addition, possibly causing more delay for its ownenhanced the architecture to use multiple clusteitie
application routing due to the competition with theone for each neighboring cluster. Our contribution
routing for other nodes. Secondly, despite fairrsha distributes the load of the clusterhead amongstiptell
responsibility of clusterhead role, it is possitihet ~clusterheads in the same cluster. The proposed
heavy burst of traffic takes place causing SOmemechamsm does not mandat(_e a specific clusterhead
clusterheads to use maximum resources, while othefection process. Any of the prior work can be used
encounter low traffic bursts resuling in minimum Select the clusterheads for a cluster. By disthifguthe
resource use. Thirdly, the fair share or load batan load, a single cl_u_sf[erhead d_oes not have to béa_inaal
techniqué?, might result in a clusterhead that will not added responsibility of being the central point for

provide the optimal path for routing, or yet a link routing in a cluster. Therefore, we believe thipraach

breakage. However, nodes which are not elected apsrowdes a more fair solution of sharing inter-tdus

lusterheads don't i it 4 ha .trouting responsibilities for a cluster. In additiasther
clusterneads dont pay a routing penafty an S mechanism can be applied to switch the resportsibili
resources dedicated for its own usage. Therefhezet

of a clusterhead to another node, such d8.imn the

is no one common clusterhead election mechanistn th%ase of one clusterhead per cluster, a link breakag
is best for MANET systems, without some tradeoffs.  caused by the failure of the clusterhead isolates a

The Zone Routing Protocol, ZRP, fff), provides a cluster nodes from communicating to/from outside th

hybrid approach between proactive routing whichcluster. However, our appro_ach_ reduces the link
produces added routing control messages in th@reakage to be only in the direction towards a path

network due to keeping up to date routes, and ik@act where the failed clusterhead forwards the data.

: : : herefore, the reliability of routing in the MANET
routing which adds delays due to path discover anJ g )
ﬂoodsg the network for r%ute deterrpninatié]ﬁ]. ZR% system is increased. Qur architecture does na tat

. . 12] . .
divides the network into overlapping zones, Wh"eroutlng protocol as i, but leaves the decision as

: . . 1[16][19-21]
clustering can have distinct, non overlapping @rsst done in the original designs of clusterffig '
In ZRP, Proactive routing is used within the zoae SYSTEM MODEL

ref_;lctive routing is use_d outside the zone, insteid \yo have used glomosii? simulator, running IEEE
using one type of routing for the whole networkeTh gn3 11 tg prove our contribution. Our MANET system
authors in*? selected such an approach to minimize theonsists of 6 distinct non-overlapping clustershwit
flooding of the reactive routing in the whole netwo  physical terrain of 2000 meters by 2000 meters as
In addition, the authors if*? claim this hybrid  shown in Fig. 1. For the same cluster, we ran sitfa
approach is suited for large networks, enhances thgxperiments with one clusterhead, and compared its
system efficiency, but adds more complexity. Eachperformance results with tests using multiple
node has a routing zone within a radius of n héfls. clusterheads. During the simulation, we maintaitied
nodes with exactly n hops are called peripheralespd same clusterheads in both cases (single, multiple
and the ones with less than n are called intemmles.  clusterheads), since changing the clusterhead was
This process is repeated for all nodes in the nétwd  irrelevant to what we are proving. Our traffic typas
lookup in the node’s routing table helps in deaidii  Constant Bit Rate, (CBR), and File Transfer Prokoco
the destination node is within the zone resulting i (FTP), traffic. The same traffic load was run fastip
proactive routing. Otherwise, the destination issimle ~ cases (single, multiple clusterheads). The salecte
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traffic load was chosen based on tests that allowed NUMERICAL RESULTS

sufficient utilization of the channel. . . . .
Our simulation provides cumulative averaged results

for the whole MANET system. We focused on the
cumulative averaged throughput and response tinee. W
believe analyzing the cumulative results providess|
bias results towards a special node in the systberev
the distribution may provide a higher advantager Ou
reference to all performance numbers, (response, tim
throughput, channel error ratio), indicates theiltssof

the “overall averaged cumulative”. We may referitto
without the phrase “overall averaged cumulative” to
simplify the text.

Fig. 2 shows the percentage of increase in cumelati

averaged throughput when running multiple

clusterheads over using one clusterhead in cl@ster

all cases, the throughput increased for the maltipl

clusterheads case. For the small simulation time of

1000S and with the traffic load used, the increaas

only about 18% since the system was lightly loaaed

result of a short simulation time. Therefore, one

Fig. 1: Simulation Clustering Setup clusterhgad operated well since the channel was not
well utilized. Our peak results show that at 7008S

. . . simulation time, we reached a maximum throughput

Cluster 3 is the one which we had as a cluster i improvement as this case indicates the channel

clustgrhead and with - multiple clusterheads_. Theutilization was at its optimal condition. Therefpffer
remaining clusters 1-2, and 4-6, operated with on

clusterhead. Our traffic included FTP traffic geated the longer simulation times, beyond what we conetlid

between nodes in cluster 3 and nodes in all oth as optimal, the throughput decreased due to thedadd

e !
clusters in the MANET system. The FTP sessions{raﬁlc on the channel as we concluded from thenokeh

where established in both directions. In additiGBR error statistics.

traffic was generated in both directions betweedeso The rest of our results, focus on the optimal case
in cluster 3, and clusters 5, and 6. In order mugoon 7000S to prove the advantage of distributing ttael Ito
the objective of distributing the clusterhead loag&z  multiple clusterheads.

setup static routes in our MANET system. Routing
from cluster 3 to cluster 5 was done via the intdtiate 120
cluster 2, and vice versa. In addition, routingniro
cluster 3 to cluster 6 was done via the intermediat
cluster 4, and vice versa. For example, in the cdse 1007
one clusterhead in cluster 3, to send a packet fiom
node in cluster 3 to a node in cluster 5, the patke
routed via the single clusterhead in cluster 3,nthe
through the clusterhead in cluster 2, and finally the
clusterhead in cluster 5. However, routing frommstér

3 to clusters 2, and 4, was done directly from the ~
clusterhead in cluster 3 to the clusterheads isteta 2

and 4. 0]

801

60

In the case when using multiple clusterheads istetu
3, a different clusterhead was used for routing@dch
of the neighboring clusters. For example, routiranf
cluster 3 to cluster 1, uses a clusterhead thdifferent

when routing from cluster 3 to clusters 2 and 5icivh 0

is also a different clusterhead when routing tostelts K * 5 ’oBK A 10K

4, and 6. Therefore, since there are 3 neighboring Tine

clusters to cluster 3, the system allowed for the of 3

clusterheads, one for routing to/from each neiginigor Fig. 2 : Simulation Time (sec) VS
cluster. Throughput Percentage Improvement
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Our results for the 7000S simulation time for tradfic (3) is concluded, since the service rate has isecay
type above, that we have gained about 10193 fold, while maintaining the same arrival rategrththe
improvement in throughput. Our results are explaine utilization will decrease by 3 fold. However, the

by the simple queuing theory model: throughput should still increase by 3 fold.

p=Alp (1) where, However, we conclude that the ratio of increase in
p is the utilization rate or traffic intensity channel error rate affects the actual throughput as
A is the traffic arrival rate follows:

p is the service rate

Actual throughput rate for 3 clusterheads:
(1), indicates thap increases if thé increases whilpg  y=(3*c)—- @) ... (4)
remains at the same rate. In addition, the overaWhere,\ is overall cumulative channel error ratio
averaged cumulative response time, (is the rouipd tr increase, anél = ¢, meaning that a 1 ratio of channel
time which includes processing, queuing, anderror rate increase equals 1 ratio of throughput
transmission time from the time of sending the rmges decrease.
until receiving its response by the source), insesdf a
constant service rate is maintained, while thefitraf Therefore, we conclude that as long as the system
arrival rate increases. Our simulation showed that utilization and the averaged response time remain
response time remained constant when using oné&singconstant, then the number of clusterheads increase
clusterhead, and multiple clusterheads of aboutTh® should improve throughput by a factor equals to the
traffic rate in the system increased as indicatgdhle = number of added clusterheads, minus the rate of
throughput increase due to the multiple clusterbgad increase for the channel error rate for the systEiis
while maintaining the same response time. Normélly, indicates that the increase in the arrival traféite did
the arrival rate increases while maintaining thenesa not increase the utilization of the system since th
service rate, then the response time should inereasesponse time remained constant.
accordingly. Therefore, we can conclude that, by
maintaining the same response time, the addedctraff\ye ran additional test to validate the traffic rateour
rate due to an increase in service rate resutemstant  gglected simulation time of 7000S. The tests ware r

fgjtg\%rl;ﬁ'll'za;'t%% ?aa:gilttlor;\’ntdh?rzz VI\\//IaASNrI;(')I' 'S”“;?Dm .with one clusterhead and multiple clusterheads for
Y pactty, YSBMI ) ster 3. The throughput results are presentédgn3.

still capable of handling more traffic, which isopen _ ]
by the higher throughput when using multiple The results show the percentage of increase in the

clusterheads. averaged cumulative throughput for running multiple
clusterheads over one clusterhead. Our selectedigat
In our topology, we increased the number oflabeled as “med” for medium. We ran traffic raté$a
clusterheads to 3. However, our throughput is abougf the medium which we called low traffic rate. In
doubled as shown ikig. 2. We should expect by the 4qgition, we ran traffic rate at double of the nuedi
distribution of work to 3 clusterheads, and by havi éévhich was called High traffic rate. Finally, we ran

the same averaged delay for the MANET system, a much lower traffic rate than the low traffic ratéigh

fold increase in throughput since the service fwe . i
tripled. However, we only gained double the We called very low rate traffic. We have noticed, a

throughput. In addition, as the traffic arrival @at shown in Fig. 3, the percentage of throughput
increased due to having the 3 clusterheads, théceer improvement for the very low was only at about 49%.
rate also increased, resulting in the same utitinatate  This is attributed to the low channel utilizatiog the
for the MANET system. Additionally, we have also |ow traffic rate. At the high traffic rate we haskown a
noticed that the cumulative increase in overalraged  oqyced improvement in throughput due to a higher

channel error rate has doubled when increasing th(?hannel error rate resulting from the traffic oead in

number of clusterheads to 3. Therefore, we conclud . .
that our throughput did not increase to 3 foldaassult ﬁwe MANET system. This traffic overload was created

of doubling the channel error rate due to the adde®Y the higher arrival rate due to Fhe added §ession
traffic rate by having multiple clusterheads. Henoe =~ However, at %2 of our selected traffic rate, we oiatd

derive: about the same level of throughput improvementuas o
optimal selected rate. We conclude that at thetss ra

Throughput rate for one clusterhead: we obtained system stability with the offered tiaénd

° - (2) service rates. Therefore, the results shown in Big.

Expected throughput rate for 3 clusterheads:

3% 3) validate the selected traffic for our results above
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Fig. 3 : Traffic Rate vs % Throughput
Improvement for 7000S

CONCLUSIONS AND FUTURE WORK

Our contribution proves that one clusterhead peastef

does not provide for a maximized throughput of the

MANET system due to the added responsibility far th
one clusterhead. Using multiple clusterheads pestet

distributes the load among multiple nodes which

enables simultaneous and shared responsibilitytef i

cluster routing among multiple nodes. In addition,

routing reliability is increased since a failure ofe
clusterhead does not break all routing to outslue t
cluster. It is an interesting finding to realizeaththe
increase in throughput due to the added clusteshisad

6.

proportional to the number of clusterheads, and is

indirectly proportional to the ratio of channela@rrate.
Depending on the topology and traffic pattern, IlIif a
clusterheads are simultaneously used to routeidraff
the rate of throughput increase is the multipliétre
original throughput when using one clusterheadHhsy t
total number of clusterheads used minus the inergas
channel error rate.

It is suggested to do further research when haaihg

9.

10.

clusters employing multiple clusterheads, one per

neighboring clusters. It is expected that the thhmut
will increase at a very high rate, and to compéis t
new approach with ZRP!, for system efficiency.

11.

Another work is suggested to dynamically elect the
clusterhead and provide some type of load balanced

approach.
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