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Abstract: Rainfall-runoff models are nonlinear processesording to the sequential and spatial
distribution of the rainfall. So, it is difficultot explain the response of catchments systems Wih t
simple models. In the present work simulation &f thinfall-runoff processes have been carried gut b
the Artificial Neural Networks (ANN) and the HEC-HBAmodels. The ANN models of Multi Layer
Perceptron (MLP) with two hidden layers and Ra8iasis Function (RBF), were used to simulate this
process. It has been applied to the Zard rivernbesiKhuzestan province using daily rainfall and
runoff data, during the period of 1991 to 2000. iBgrthis period, 14 flood events were selected to
simulate rainfall-runoff processes by the HEC-HM®d®l. Results of two models were compared
with the observed data of Zard river basin. Ithiewen that RBF model is much better than, MLP and
HEC-HMS models for simulating of the rainfall-rufgfocess in Zard river basin.

Key words: Artificial Neural Network, HEC-HMS model, Rainfalunoff Process, Zard River
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INTRODUCTION one or more hidden layers. Neurons of each layer ar
connected to next layer by weights. During the 1oekw

Simulation of rainfall-runoff process is very impamt  training process, weights and values which callied b
in water resources management, river engineeringare frequently changed until the objective funciiame
flood control and utilization of surface and satisfied. For transferring outputs of each layertthe
groundwater. Due to existence of various basirothers, activation functions are used. The techeigu
hydrologic factors, response to the rainfall-runoffadopted for access of weights and biases to iddats
phenomena are very complex. Runoff depends on thealled “Learning Rule”, which is almost a complex
basin geomorphologic properties (such as geometrynathematical algorithm [3]. Each ANN model needs
vegetations covering and soil type) and climatetwo data sets, one for create an acceptable tediarsl
characteristics such as rainfall, temperature, €® the other for test set. Usually about 80% of dat a
effects of these factors are not uniform in runoffused for train set and the remainder for test@eting
prediction. Up to now many models, such as HEC+he training process, network learning rate is Iy
HMS model, have been suggested to simulate thimeasured by objective functions and finally a
process. These models have required a lot ofietwork will be acceptable which has lessueaf
catchments and climate information, such as rdinfal error and maximal correlation coefficient. The
evapotranspiration, soil infiltration, initial loss, time  objective functions such as, Root Mean Sqliare
of concentration, etc. Recent development ofError (RMSE), the Sum Squared Error (SSE) and
technology causes, many world scientific commusitie the  correlation coefficient R?) which can be
become interested to use different branches dicati  calculated by the equations 1 to 3, (as foljpwse
intelligence, such as neural networks. With the samused [4].
logic, hydrologists also were interested to useséhe
techniques to simulate the hydrologic processes [1] 1@ -
Artificial neural networks (ANN) are simple modelé ~RMSE=_[=>"(Q -Q)? 1)
human’'s brain. These models are nonlinear N
mathematical structures that have ability to shbe t
nonlinearity process for communicating between ispu n Ao
and outputs of any system [2]. The network of theseSSE = Z(Qi -Q) ()
models can be trained with an exciting of a syseith i=1
then it can be used for future date prediction hat t

system. Generally, each ANN model is formed with a : Ao

number of layers each built-up with some neurons. Z(Qi -Q)

Neurons are the smallest unit of an ANN modelR* =1-+—+—— (3)
constructor and are comparable to human brain.cells Z(Qi -Q)?

Each network has been formed with input, output and =)
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Where, Q, is the observed dat;fgi is the forecasting

data and(ji is the average of observed data.

Multi Layer Perceptron (MLP) Neural Network:
The MLP neural network structure is shown on Fig. 1
In this network, each input-layer has been entrdnce
next hidden-layer neurons and it is continued tpdrh
the network’s output. Training algorithms of MLP
neural
algorithm (BP) [5].

Input layer

Hidden layer Output layer

Fig. 1: Multi Layer Perceptron (MLP) Neural

Network

Learning process in MLP neural networks can be
backward and

carried in three steps, forward,

network are based on Back Propagation

The RBF network activation functions of neurons
are Gussian function with particular center and
spread for each hidden layer.

There are not weights between input layer and
hidden layer and the distance between each pattern
and center vector of each neuron in hidden layer is
used as an input of Gussian activation function.

.In this network, activation functions of output
neurons are simple linear functions and because of
this reason we can use linear optimum algorithms.
They have been caused to improve the processing
rate and prevent to fall in local minimums thatldea
with there at learning process in MLP network.

*

Input

Fig. 2: Radial Basis Function Neural Network

computation iterance passes. The input value to th@utput ofith hidden neuron given by:

each neuron is given by:

net’ = > W;.o* (4)

Where, net’is the input value ofth neuron innth

layer, Wj? is the connection weights betweéth
neuron innth layer andth neuron in thert1)th layer;
On—l
j
n is the number of neurons in the{)th layer.

is the output ofth neuron in thert1)th layer and

(6)
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Where, U, and 0 are the center and the spread of

Gaussian function respectively and' is theith input
vector.

HEC-HMS Program: The HEC-HMS program was
developed at the Hydrologic Engineering Center (HEC
of the US Army corps of engineers. This program

The output of each neuron will be obtained afteradvantages is ability to parameters optimizatianis |

applying the activation function. The common
activation function used in back propagation altdponi

is a Sigmoid function. The output value of eachroau
can be calculated by:

1

S (5)
1+exp(-net})

Sig(net]) =

Radial Basis Function (RBF) Neural Network: The

used for simulation of rainfall-runoff process mgses,
direct runoff and base flow that each of those dated

by different methods. In this research the SCS eurv
number to losses calculation, SCS unit hydrograph t
runoff and exponential recession model for the
calculation of base flow were used [4].

Case Study (Zard River Basin):The Zard river basin
is located in the Khuzestan province in southwdst o
Iran. This basin with 875 square kilometers areh &h
kilometers length of main channel has an averaggesl|

RBF network structure is shown on Fig. 2. The mainof about 3%. In this basin there are six precijutat

differences between this network and MLP netwokk ar
as follows [6]:
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gages and one hydrometric station, as shown inJig.
Rainfall and runoff data of this basin from yea89Q
to 2000 were used to the above models.
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Table 1: The Amount of RMSE Calculated Using the
Fig. 3: Zard River Basin Test Sires for MLP & RBF Models
Flow ranges MLP one MLP two RBF
RESULTS AND DISCUSSION CMS hidden layer hidden layers
0-20 7.06 8.52 5.45
: N . 20-40 11.15 21.74 9.78
T_he target of this research was estimation of rivel;y go 164 120 0.08
discharge in a number of events. For training of ML 60-80 47.80 41.98 12.38
and RBF models part of Zard river basin rainfaltada >80 23.37 27.55 7.02

were used as an input and stream flow data as butpu
Also, the MLP model was used in two different The 14 flood events were simulated and required
structures, with one and two hidden layer. To sateul parameters were optimized with use of HEC-HMS
the above mentioned models, the MATLAB softwareprogram. To compare the MLP and RBF models with
was used. Results are shown in Fig. 4-6. Also th¢dEC-HMS model one of the flood events that weren’t
amounts of RMSE were calculated using the test datased in previous simulations are calculated udiegée
series for MLP one and two hidden layers and RBFRmodels, results are shown in Fig. 7.

models. As it shown in the Fig. 4-6 and Table Laih
be conclude that the RBF model has a better aliiéan
the MLP model to predict stream flow data.

—e— observed data
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Fig. 7: Comparison between MLP, RBF and HEC-
Fig. 4: Comparison between Observed and MLP-one HMS Model

Hidden Layer Model Data

From the results that are plotted on Fig. 7, it b&n
WLP tw o hiden Layer - -- Observed Daa concluded that RBF and MLP model are stronger than
HEC-HMS model to predict stream flow data.

200

CONCLUSION

In general ANN is a technique, which solves the
nonlinear and complex nature of a catchments system
It is required an accurate and long series of irjaué.
And if non-adequate data is given, the inaccuratpui

Fig. 5: Comparison between Observed and MLP-tWQyata will be obtained. Both ANN and HEC-HMS

Hidden Layer Model Data models have their own advantages. The HEGSHM

Discharge CMS

1 7 13 19 25 31 37 43 49 55 61
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model if calibrated for a basin then can be used t&.

estimate the stream flow in ungaged catchments. The
advantage of ANN model is that the data predictson
based on the in previous time interval data.
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