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Abstract: Problem statement: Cooperative caching, which allows sharing and dimation of cached
data among clients, is a potential technique torawp the data access performance and availahility i
mobile ad hoc networks. However, variable datassifrequent data updates, limited client resources,
insufficient wireless bandwidth and client’s motyilimake cache management faces many challenges.
Approach: In this study, we propose a Cluster Cache Colkar (CCC) to reduce the average
delay and increase the local cache hit ratio. @einigecture considers several factors that affache
performance, namely: access probability, queryustatistance between the requester and data
source/cache, and data size. A collaborative catlamagement strategy, intra/inter cluster, is
developed that employs Last Recently Used (LRU) Binte-To-Live (TTL) as the replacement data
policy. Results. Our proposed architecture is being evaluated amupared to previous study’
architectures, and result shows that our architeds different from other approaches by including
query status model into a collaborative cachindniéecture to reduce the number of hopes between
the requested node and the source n@declusion/Discussion: Due to the limitations of previous
study’ architectures, this study attempts to enbatite performance of the continuous query
(collaborative cache management) with respecteaddbal cache hit ratio and the average delay.
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INTRODUCTION challenges, due to the lack of the global knowledge
) o ) The collaboration of autonomous peers is essettial
_ Mobile databases are gaining popularity and argyly take advantage of the resources in the sysThis
likely to do so well into the future as portablevides  hyolves more optimization issues, in terms of

become more and more popular and commonc,qrgination, locality aware peer clustering, andd
However, the growing need for monitoring applicato balancing

(traffic control, ecology and environment monit@jn P2P query processing should be effective and fully
has forced an evolution on data processing parafigMegicient for handling a large scale of autonompesrs

moving from Database Management Systems (DBMSS& dynamic and distributed networks. There are many
to Data Stream Managemen_t Systems (DSMSS)' challenges to implement the query answering funstio
The unique characteristics of mobile ad_ h.ocin P2P systems. One of these challenges is peers jo
networ_k Iead_ to resegrch challenges dye to limited,nq |eave the system anytime, anywhere, due to a
bandwidth, disconnection, and frequent link rateeT ,yrely dynamic and ad hoc network environment.
limited bandwidth is caused by the wireless linksjence, the fundamental protocol should be efficient
between mobile devices (Hajar and Mahmoud, 2010). enough to handle peers and network failure. Intaui
One of the main issues is the nodes movement and th full decentralized process should be adoptedtier
dynamic change that occurs in the network topologyquery processing (Weinirg al., 2005).
(Natsheh and Buragga, 2010). That is due to tHedéc Collaborative caching is particularly attractive i
centralized infrastructure such as a base statioano environments where the network is constrainedrimse
access point, since each mobile node acts as aryoutof bandwidth, disconnection, and storage. Collafdora
forwarding data items to other mobile nodes. caching offers several benefits since it enablésiefit
In dynamic Peers to Peers (P2P) environmentitilization of available resources by storing diéfist
qguery execution and optimization faced manydata items and sharing them among themselves.
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Consequently, current studies are focusing more on Mobile database query
searching techniques that can minimize the response /\
time to process the  query (Marital., Freed abject —
2008). Besides that, a number of researchers hade m s
an intensive study on caching technology and pregos ‘4\ /\Cmmm
some caching strategies for mobile query database rociion - Location  SPetiotemporal query
system from the viewpoint of distributed mobile “Fme" = iccwen v e s
database (Jinbagt al., 2005). el WE enion

This study investigates the data retrieval aspenden SF7 LR
challenges of mobile ad hoc networks and proposes ¢ query e

novel architecture, called Cluster Cache Collategat

(CCC) for caching that exploits LRU and Time-To- Fig. 1: The taxonomy of mobile query

Live (TTL) values for cache replacement. The aim of

CCC is to increase the caching hit ratio and redbee raised many research problems at several levelthéor

average delay for requested data. spatio-temporal queries. Thus, becomes one of the

The study begins with the discussion on the keymajor interests research currently (Maesial., 2005).

concepts of mobile query followed by the literature For moving query, a new type of query is

reviews of existing collaborative caching approache introduced called Continuous Query which is further

Then, our proposed approach is presented. Conalusidlivided into two types of queries, which are Spatio

is presented in last section of this study. Temporal Continuous Query and Location
Dependent Continuous Query. The last one is being

Concepts of mobile query: Mobile database query is @ckled by many techniques to improve its
categorized into two types of query which are fixegP€rformance, such as semantic caching, proactive
objects and moving objects. The following paragsaph €&ching, and collaborative caching.

elaborate and describe the sub-categorizes of efch Semantic caching is a type of caching techniques
them as illustrated in Fig. 1. However, focus isegi that is used to improve the system performance

more on the continuous query which is the main $ocu €SPecially when disconnection occurred. This type o
of this study. caching is crucial to Location Dependent Data (LDD)
For fixed object, localization of mobile unitsage ~ aPplication. Therefore, by keeping a cache in neobil

of the major concerns of researchers being intedeist ~ UNit. part of new query result could be obtainechlty.
mobility (Marsit et al., 2005). For example when By dqmg S0 the_ system pe_rformance is improved and
mobile user submits a query, the system shoulcblee a the wireless traffic network is reduced as well §Gund

to locate it. Therefore, certain types of querieaym Margaret, 2000). , . _
involve mobile client location in implicit or expit Proactive caching model is a kind of caching
manner such as Location Dependent Query (LDQ), Noﬁechnlques that supports all types of spatial ggedn

: - smart mobile clients. It achieves outstanding perémce
Location Related Query (NLRQ) and Location AWarecompared to different caches such as traditiongle pa

Query (LAQ). X : s .
; . . caching or semantic caching in terms of cacheakdt and
Moving Object Database Query (MODQ) is bandw?dth savings (Haibe aﬁ, 2005).

another type of mobile database queries. This tjpe Collaborative cachings developed to share the

query consists of all queries that are issued byi@or  5che content among a number of peers. Furthermore

fixed terminals and querying moving object databasggiahorative caching has three ways of caching the
(database which represents in moving object ean pl gata, such as bellow:

or vehicles). Basically the position of moving atijés

the keyword of this type of query. e CacheData, in this scheme a node caches a passing
Spatio-Temporal queries are one of moving object by data item locally when it finds the particular

query which combines space dimension with time data is popular, where many nodes requests for it

dimension. Therefore it does not only focus on the (Liangzhong and Guohong, 2006).

location of an object but also on its position igimen ¢ CachePath, it provides the hop count information

time (trajectory). There are two types of spati@mu between the source and destination. By caching
one concerns trajectories that describe a timenyiif the data path for each data item, bandwidth and
the object movement. The second one focuses on the query delay can be reduced since the data can be
current position of the moving object and possiitdy obtained through less number of hops
future position. Continuously changing data {(fos) (Liangzhong and Guohong, 2006).
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« HybridCache, this type of collaborative cachethe particular data is popular, where many nodes
is taking advantage of the CacheData andequest for it. In addition, a node does not catde if
CachePath, based on some criteria such as thal requests for data are from the same node thsate
data item size and Time-To-Live (TTL). space. By caching the data path for each data item,

bandwidth and query delay can be reduced since the

Related works: Researchers are still exploring the data can be obtained through less number of hops.

current performance and future potential of However, recording the map between data items and

collaborative caching environment for improving or €@ching nodes increases routing overhead. So
enhancing the performance of continuous queryPtimization technique is used to reduce the res;dot
processing in mobile database computing. example a node does not need to record the path
Distributing continuous range processing query orinformation of all passing by data if this nodenesar to
moving objects (continuous query) is one of thaterl ~ the source of the requested data. As a result, éRath

works of this research. This type of queries ismyai Performs better in situations where small cache &z

processed on the mobile device side, which is @ble involved, on the other hand; CacheData performeebet

achieve real-time updates with less server load. in situations where large cache size exists. H{lahe

For caching data and query matters, Haibal. is taking advantag_e o_f the CacheData anc_:l CachePath,
(2005) developed a proactive caching model as génerb‘_'l‘sed on some criteria such as the data item side a
framework to support all types of spatial queries o 1ime-To-Live (TTL). _
smart mobile clients. This framework achieves  Wangetal. (2006) proposed a leveraging system to
outstanding performance compared to different cachecOmpute the capacities of mobile devices for
such as traditional page caching or semantic cgdhin continuous range query processing. They contribated
terms of cache hit rate and bandwidth savingsd'St_”bU'Fed server mfra—strgcture that divides ﬁnﬂrg
Another feature of this approach is monitoring '€9ioN into a set of service zones and coop_ergnvel
continuous spatial queries, in which every smarthandles requests of any continuous range queries.
mobile client can detect their own location andidec Chi-Yin and Alvin (2005) introduced a new type of
their own location updates. caching known as distributed group based cooperativ

Kostas and Evaggelia (2008) cover the area ofaching in a mobile broadcast environment, to asee
cooperative caching system in XML documents thatdata availability in mobile environment. The main
allows sharing the cache content among a number afbjective of this study is to distribute group-tdise
peers. There are two fundamental ways for sharingooperative caching scheme, called Tightly-Coupled
cache content in terms of the level of cooperationrGroup (TCG). It consists of two types of coopemtiv
among the participating peers which are, IndexCacheache management protocol which are cooperative
where each peer caches its own queries that rebult cache management admission control and cooperative
local process, where the distributed index is mnltop  cache replacement. The first cache is used to eeou
of these local caches to facilitate sharing (easéry] 3 |ocal cache miss to send request to its peesnnife
checks the index to locate any peer whose cachegbers turn in the required data item to the Mobidest
results may be used in answering the query)H) and the local cache is not full, the MH cachfes
Meanwhile in DataCache each peer is assigned gata item, no matter whether it is returned by er e
particular part .Of the cache data space. In genafain the same TCG or not. However, after peer sends the
a new query is requested, the system will check th?equired data to requesting MH and if they belong t

cache to determine whether the query can be andwer?he same TCG, the peer must update the last access

by the cached results of some previous queries. . . . :
Liangzhong and Guohong (2006) designed a‘umestamp of data item to have a longer Time-TceLiv

cooperative caching technique to enhance data sates In the global cache. In cooperative c.ache repl_aneme
ad hoc networks. Their technique has two basidH replacgs the least valuable data item thatleterd
cooperative caching schemes, CacheData which @ us&® e MH itself and other members in the same TCG.
to cache data and CachePath which caches the athta pTh|s replacement satlsfl_es three usefgl properﬁarstz
and provides the hop count information between thdhe most valuable data is always retained or kejie
source and destination. A hybrid approach which cafocal cache. Second, the data in a local cachehntias
improve the performance further by taking thenot been accessed for a long period will be replace
advantage of both schemes (CacheData and CachePa@ygntually. Third, in a global cache, a data itehicl
while avoiding their weaknesses. In the CacheData, “spawns” replica is first replaced in order to iease
node caches a passing by data item locally whigmdis ~ the effective cache size.
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Yu et al. (2009) proposed a new type of caching tonamely: cluster, index profile, information seanche
improve data availability and access efficiencyngsi and cache management.
collaborating local resources of mobile nodes. &lee The cluster component is responsible for the
two basic problems of cooperative caching, whigh ar structure and maintenance of clusters which cansist
cache resolution and cache management. CooperatiWdHs that join and leave the cluster dynamicallyalf
caching (COOP) explores node’s data source thatew mobile host joins the cluster, the coordinaibr
includes less communication overhead by utilizingeach cluster updates its index profile when a new
cooperation zones and hop-by-hop resolution. Fomobile host’s notification is received. It is algossible
management, COOP increases the effective capdcity ¢or a new joining MH to be a coordinator, if it heeme
cooperative caches by minimizing caching duplig&gtio specific qualification that are more cache space,
within cooperation zone and accommodating more dataufficient resources and longer expected time tanbe
varieties. The cooperation of caching nodes is twadof the network than the current one. The new MH takes
First, caching node can answer the data requests fr over the information from the old coordinator aedds
other nodes. Second, caching node stored the d&ta rMmessages to all neighboring coordinators to upitiete
only on behalf of its own needs, but also basedthar  index table. For the MH which leaves the clusthe t
nodes’ needs. Cache resolution addresses how teaving MH informs the coordinator of the cluster t
resolve a data request with minimal cost of time,update their indexed information. If the leaving N#a
energy, and bandwidth. Cooperative cachingcoordinator, it contacts the next elected MH toetak
emphasizes on cache resolution is to answmw  over the coordination information and that is based
nodes can cooperate among each other inviegol the qualification as mentioned earlier.
data requests to improve the average performarme- H In each cluster there are MHs with specifi
by-hop resolution is used to check along the patltharacteristic (sufficient sources, more space, and
whether a node has the requested data, the reggtsst longer time expected to be in the network) actisg a
resolved before reaching the server. In additioncoordinator (manager) to maintain the mobile host
Cocktail resolution is used when the local cacheses address and the list of data items along with thiire-
and the request fails in its cooperation zone. &foee  to-Live (TTL) within the same cluster. In additiothe
hop-by-hop resolution is used to resolve the requestluster coordinator is also the gateway to collabor
along the forwarding path. Two metrics are adopited with other clusters (across clusters) or databesees
measure the performance which are average responge cluster coordinator is in charge of marinating
delay and average energy cost per request, whildttre information about specific query executions. This

the time efficiency and energy efficiency. information includes the source providers that fev
the requested data and the locality informatiorthef
MATERIALSAND METHODS providers. A coordinator also is responsible to

coordinate the requesters of the data to determiet
The proposed system architecture: In this study, we data should be cached by which MH in the cluster to
propose a cluster collaborative caching architecturavoid any redundancy data (cache management
with a distributed database management. Oucomponent). Basically, our architecture has twoetyp
architecture considers a network environment of collaborative caching: mobile hosts within trere
(MANET) with a number of Mobile Hosts (MHs) and cluster and other clusters.
Data Center (DC), whose address is known by a#roth The index profile component provides cross cluster
mobile nodes, which can be regarded as a databasgormation. By using the index profile, informatias
server that stores all the data items needed bwitiode  shared between the MHs within the same cluster,
MANET. The MHs can act either as a DC which cluster to cluster, and the data server.
provide the data services to other MHs if it has th The information searcher component provides the
requested data or as a requester of the data fthem o location of the data item which is requested by the
DC, or MHs. In short, our collaborative caching client. The result of the requested query can eitiee
architecture has a number of clusters, number dfilmo the original data from the data source or the cdche
nodes, and data centers. copy in a MH. Basically, our architecture locatée t

data items based on the requested query statusnfurg
Overview of the cluster collaborative caching: This  or normal). The requested query is checked atdbal |
architecture is developed to provide a collabogativ cache first. In case if the requested query is mband
caching service which makes use of clustering reobil the data item is not found locally, the requesteelry is
ad hoc network and consists of four basic companentforwarded to the neighborhood in the same cluster a
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cluster to cluster before sending the request ¢odtta ,
source to reduce query delay. /

The cache management component consists of 1
three sub-components namely: admission control, ;- T
whose in charge to determine what data items should ) ! g
be cached; cache replacement, which determines
what data should be removed when there is no space r
for a new data to cache; and cache consistency or
validation that maintains synchronization of theada
items that are cached compared to the original data I “*’ ’ y
items in data source. 1 i o ! !

Clustering architecture: To overcome the limitations
of mobile database query processing, a continuous

query optimization needs to be achieved by having a ;

decentralized collaborative mobile database. Theeef R Ry

a collaborative caching is one of the techniques &e ~ Cluster member

used to reduce the response time of any requestag g " Database server /
and improve the performance of mobile continuous

query. Our proposed architecture is designed to

improve collaborative caching technigue managemenfig. 2: Cluster cache collaborative architecture

to serve the query in minimum average delay and

increase the local cache hit ratio. coordinator is used to interrogate the MHs inside t
Our architecture is divided into several clusterscluster and supply the MHs address. HAT defines a

which are distributed based on the similarity ofada pointer to any additional host links (collaborative

item. Each cluster consists of a number of mobileMHs). The HAT manages a history link of MH caches.

hosts: one MH plays the role of a cluster head visc Therefore, by classifying the query, a collabomtiv

a coordinator and a gateway to access other cistercaching architecture is expected to increase theate

and other MHs play the role of cluster memberscivhi and reduce the average delay.

exist in each cluster. The number of cluster memizer

dynamic which is based on the frequent changes of

cluster. Basically, our architecture consists oflem

that are distributed in clusters as shown in FigTi2e . _
cluster is built based on interest of the requeste current related architectures that we have reviewed

item. There is more than one cluster, where eagstay ~ Based on our knowledge there is still a need togdes
has several MHs. but the number 'of MHs within the@" optimal collaborative caching architecture to
cluster might increase/decrease depending on MH§NProve  the existing collaborative  caching
joining or leaving the cluster (the cluster configion ~ Management. Table 1 illustrates the comparison
is beyond the scope of this study). In additiorchellH between our architecture and the previous works, in

in the cluster has a Host Address Table (HAT),eabl terms of ~whether the architecture provides a
holding the data ID that it caches. decentralized model, whether it is being managed in

However, as our architecture classifies the status ClUSter or transmission range for ambulated datd, a
serving the query, communication format is congedc Whether the query directory considers the statuhef
to meet this requirement, for the queries and ndoas  JUery- However, the comblnathn of all the modei$ w
store the desire data. A query is divided into status, ~Créaté a new way of collaboration to serve a retgdes
normal query and urgent query. The query will bedUery among mobile hosts. For instance, decermdil_lz
formatted and processed based on cluster coordinat'0de!, allows the MHs to act either as a DC which
ID which has the Cluster Address (CA) for storihg t provides the data |te_m services to other MHs tfas
nodes ID along with their cached data item ID withi the requested data item or as a requester of i@ da
the cluster; Host Address Table (HAT) for storimg t It€m from other DC, or MHs. Therefore, by build a
data item ID based on the history access (priority)decentrahzed model into our architecture will ree!u
expire period or Time-to-Live (TTL) and lastly the the average delay and increase the local cachédnt.
status of the requested query to be served. Bhsitaé ~ Managing the cluster or transmissions range mlel,
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Table 1: Architecture evaluation

Managing the
cluster or
transmission range

Author’s name and Decentralized

Component of
the cluster
/ query directory

publish year model based on query status Itene toalohed
Liangzhong and X X X Cachedata, cachepath, gmithcache
Guohong (2006)
Weininget al. (2005) N x x Cache data
Haiboet al. (2005) X X X Cached the index of the object
Chi-Yin and Alvin (2005) Data item
N Tightly-coupled group x
Yu et al. (2009) \ Transmission rang X Data item
Wanget al. (2006) N Transmission rang X Query
Qun and Margaret (2000) X X X Query result
Our approach N Cluster v Data item/ query

designed to control and group the mobile host based networking, there are still open optimization pesbhb
the similarity of data item, and help to locate theto be addressed, such as the size of the cooperatio

requested data item with less average delay. Quergone,

directory based on query status model, plays tleab

organization and fairness
determining the kind of service for the query to bemanagement.

the (distributed) caching structure and

in cache access and

Therefore the expected results of

processed to avoid broadcasting the request fon eacollaborative caching technique of this researcil w

mobile hosts. Our architecture is different fronmeat

improve the performance of collaborative caching

approaches by considering all the above modelss,Thumanagement in order to enhance continuous query
by proposing a new architecture of collaborativeprocess for mobile database environment by inangasi
caching, performance enhancement is expected fdhe local cache hit and reducing the average delay.

continuous query process by including the entire
models mentioned earlier, in particularly the query
status model into a collaborative caching architext

to eliminate or reduce the number of hopes betweeghi-

the requested host and the source host.
DISCUSSION

Based on the current works that we have reviewed,
we can conclude that the majority of the approaches
achieved good performance, but still
collaborative caching needs to be modeled to ingrov
the existing collaborative caching management. Thus
by proposing a new architecture of collaborative
caching, performance enhancement is expected for
continuous query process. Hence, this study atemp
to overcome the limitations of previous works by
enhancing the performance of the continuous quer¥| )
(collaborative cache management) with respect ¢o th™&
local cache hit ratio and the average delay.

CONCLUSION

In this study, we first discussed the issues dbileo
queries and the related study that have been gmatio
improve the performance of mobile queries in gdnera
and continuous query process in particular.

Furthermore, cooperative caching can offer
benefits in the performance of delay-tolerant nekso
(Mikko and Jorg, 2007). Beyond the realm of
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