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Abstract: Problem statement: Maximum Likelihood (ML) decoding has been applied the uplink

of a Multi-Carrier Code Division Multiple Access @ACDMA) system based on Orthogonal
Frequency Division Multiplexing (OFDM). Multiple-put Multiple-Output (MIMO) channel from k
users, which moves at vehicular speed, to the B&son (BS) is time-varying. For time-varying
channels, Sphere Decoding (SD) was introduced tfoqme ML decoding. Whereas, computational
complexity of SD (due to a QR-factorization for Baymbol), is nevertheless high. Modified SD had
been proposed to achieve near optimum solutions daled Subspace-Sphere Decoder (SPSD).
Approach: Proposed algorithm was based on subspace andgortabprojection with very small
dimensionality as robustness scheme in an iteralindti-User Detection (MUD) and Parallel
Interference Cancelation (PIC) methétesults: This approach had been achieved intense reduction
computational complexity for time-varying chann@ wne and more than one order of magnitude at
channel estimation and multiuser detection respelgti Furthermore, SPSD was robustness to channel
estimation error (about 3.8 dB) as compared to thpresentative counterparts in literature.
Conclusion: Effectiveness of proposed method was demonstigtaimulations.

Key words: Sphere decoding method, orthogonal projection, tmmplexity receiver, time variant
channel, Multiple-Input Multiple-Output (MIMO), MtitCarrier Code Division Multiple
Access (MC-CDMA)

INTRODUCTION complexity of the SD if¥, due to a QR-factorization for
each symbol, is nevertheless high.
We consider the uplink of a Multi-Carrier Code-

Division Multiple Access (MC-CDMA) system based Contribution of the paper: We model the time-varying
on Orthogona| Frequency Division Mu|t|p|ex|ng Channel deVeIOping a SD method. Our mOde| a.”OWS
(OFDM) with N subcarriers. We focus on A Multiple- improving a novel implementation of the classic@l S
Input Multiple-Output (MIMO) multi-user system. technique for time-varying channels by advantage of
Each user K{L, ..., K}, has T transmitted antennas and Discrete Prolate Spheroidal (DPS) sequences. Our ne
the base-station provides withrBceive antennas. The @/gorithm allows intense reduction of computational
receiver carries out iterative Parallel Interferenc COMPIEXity. Inthis study, the time-variant chanmeidel
Cancelation (PIC), channel estimation and Multi4Use utilizing the subspace and orthogonal prgjecuoa Vi
Detection (MUD) jointh**!. For multi-user detection a DPS sequences and the proposed detection algorithm
subspace-based sphere decoder is employed. are detailed as well as the computational complexit

Inl, the researchers use the Sphere Decoding (SBystem model: An iterative multi-user MIMQreceiver
in an iterative receiver for each user indepengiaafter  for a MC-CDMA uplink, executing PlCollowed by
PIC is more robust to channel estimation errors tha SD, related 6%, as well as channel model are

Linear Minimum Mean Square Error (LMMSE) filter. presented. We define the transmit anteni{d t..., T}
For time-varying channels the computationalof user K11, ...K} using the indexing (k, t).
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Yom] by ] 25306 m ) Denoting by y =[y],...,y5]' the vector containing

Loy Chamnel g \ppper 4t Intereaver ) ] ] )
the R received signals is now given by:

b,[m]
PIC 4——F—— Mapper 4+~ Interleaver
Subspace wy[m]

Sphere wilin]
Decoder ¢

y=8b+n 4)

EXT{5[m])

where, 3=[5 ,....s 1OC"™*“" represents all R effective
spreading matrices and the noise vector n has zero
mean with variance?l , .

The contribution of user k (i.e., derivation from
Multi-antenna transmitter: Let us consider the symbols & = [bya) ..., hey]” can be expressed as
transmitter of user kI{1, ...K} whereas each transmit follows:
antenna (k, t) with £){1, ...T} sends a block of M 0 20+
OFDM symbols, including I pilot symbols affordingrf Y©=896 + ()
channel estimation. (M-J)T data symbols are jointly

: Channel
———#—» Demappa 4 Deinterleaver —~ % Decoder

Fig. 1: lllustration of the iterative MC-CDMA recesdr

coded, interleaved, mapped to a QP&bhstellation Where:

and split into T blocks of length (M-Jpata symbol - ~

b(k, t) is spread over all N subcarriers using d spre- Sl(k,l) %(k,T)

ading sequence$ O from a QPSKconstellation. é(k) . ~ . =[] CNRxT
Thus, transmit antenna (k, 4gnds the OFDMymbols : S(k,t) - (6)
SkoPep[m] for: Sy K

m O {{0,...,M -1} —{pilot positionsin each data bla . . . .
{t }ipilotp ) is the effective spreading sequences from all traéins

antenna of user k to all receive antennas. To égecu
detection of the desirable user, removing the
contribution of all other users (i.&.zk) in (4), by
gccomplishing PIC:

Iterative multi-antenna receiver: The iterative
receiver structure as shown in Fig. 1. The propagat
channel from transmit antenna (k, t) to receiveana r
is characterized by the frequency respons

.o mOC"Y at time instant m with element m, oK) — ) (k) ke
Ol ]_ SGHM,  gaoy ye=y-y R -
g]- The index g0, ..., N-1} denotes the subcarrier AT )W) ) ) )
. : . . =y-5b+ ¥ =" B +
index. The related effective spreading sequence is
defined by: =

The soft symbols in B(kll)[m]and b, ,[m]are

(k,t)

Sy = diag(gy., [m]s(k,t) (1) computed from the extrinsic probabilities and A
Posteriori Probabilities (APP) respectively, eqeigioy

In the following, we will omit the time index m the BCJR decoder (i.e., the (M-J) T detected symbol

unless necessary, the contribution of transmitrarde wy y[m] are jointly de-mapped, de-interleaved and
(k, t) to the signal at receive antenna i, b, ,. The ~ decoded using a BCJR decodfé¥) after detection

received signals from all transmit antennas ofuabrs using:

at the receive antenna r, can be expressed aw$ollo . 1
b(k,t)[m] :ﬁ(ZEXT(C(k,[) [2m])-1)

K T 5 (8)
Y =228 + 2 1
kzzlé r(k,t) b(kyn 4 ( ) + JE(ZEXT(C(KU [2m+1])-1)
This can be expressed in matrix notation as:
- 1
Y, :ér b+ n (3) b(kvl)[m] =E(2APP(Q|<1) [Zm])_ 1)
C)
~ ~ ~ ~ x 1
where S =[$(1,1),...,5r(k,1) ,,,,, %K,T)] OC™ " | represents + JE(ZAPP(QK,‘) [2m+ 1])- 1)
the effective spreading matrix at antenna r,
b=[b(1,1),...,tzk,t) :--QK,U]T 0CK is entail all KT transmit- To perform MUD entangles PIC (7) for user k, we

. . . ) . combine the subspace SD algorithm in order to tletec
ted symbols andns additive white Gaussian noise K by an appropriate iterative structure to reduce th

with zero mean and varianegl . computational complexity.
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Time-variant channel model: The estimating of time-
variant frequency response gr [m] demonstrates
performance of the iterative receiver structuresithe
effective spreading sequenég, , truthfully depends on

the factual channel realization.
The maximum variation in time of the wireless

., 2 (4): 635-642, 2009

diag(dbz(kz))s(k,l) diagpz(k,z) )s(k, T

channel is upper-bounded by maximizing normalizea"’lnd

one-sided Doppler bandwidth

_ vmaxfc
Vomax = C T

o]

(10)

S

Where:
Vpmax = The maximum (supported) velocity

Ts = The OFDM symbol duration
fc = The carrier frequency
Co = The speed of light

Time-limited snapshots of the band-limited fading
process span a subspace with very smal
dimensionality. The same subspace is spanned
Discrete Prolate Spheroidal (DPS) sequefiges[m]}
are defined a%:

_ M SIN(2TY, g (1= M)
A [m]= 3 === ey [] (11)
The sequences [m]} are doubly orthogonal

over the infinite set {4, ..,0} and the finite set
Ny {0,...,M-1}, band-limited by vDmax and
maximally energy concentrated om.JThe Slepian
basis function t= (UW[M])mog....v-1) iS the time-limited
DSP sequences. The eigenvaheare primped such
thatA; >A,, ... >A, the time-variant frequency selective
channel g t)[m]DCN for the duration of a single data
block J; = {0,...M-1} is projected onto the subspace
spanned by linear superposition of the first D Blep
sequences and is approximated as:

D
o M= 0,00 [M] =D @ olilu [m
g(k,:)[ ] g(k,t)[ ] ;‘P(k,t)[] [m] (12)
= q)r(k.l)q"[m]
where, the matrix ® ,,0C"® contains all the

subcarrier coefficients for every subcarriét{@,...,N-
1} and the vector y[m] :[[ul[m],...uD[m]]T ocP  for

m((0,...M-1). The dimension D is order of 3-5 for
practical issuds®. Substituting (12) into (1) yields:

ér(k,t) = diagg)r(k,t)l“ [mDs(k,t; 13)

And substituting (13) into (6) can be expresse
ass® = o®y[m], where:
637

oM = : - :
diag(cDR(kZ))S(kvl) diagpz(k,t) )s(k, T
DCNRXDT
Y[m] O 0
Wml=| o0 0 |oco™T (14)
0 0 Y[m]

Consequently, the received signal of user k after
PIC given in (7) can be represented as:
y¥[m] = “y[m]o®[m] +n“[m] (15)

The sphere decoder is developed by context of
above equation.

here decoder and its modifications. The SD

bg)chnique was introducednto perform the Maximum

Likelihood (ML) decoding by searching over only sko
points of the lattice that lie within a hypersphefeadius

p around the received sighal. Firstly, the ML detection
and its low computational complexity implementation
using SD are recalled as described.inSecondly,
utilizing the SD for MUD in the iterative MIMO
multiuser MC-CDMA uplink as mentioned above. Then,
we exploit the details of the subspace SD strudhyre
using the model (15) to reduce the computational
complexity for a MIMO MC-CDMA system.

MATERIALSAND METHODS

Maximum likelihood decoder: For convenience, we
omit the user index k and superscripts, replaceidtts

H in Eq. 7. The resulting signal model of a MIMO
single-user system in a flat-fading channel is gikg:

y=Hb+n (16)

Suppose there are T transmit and R receive
antennas. Denote byOC™ and yOC® are the symbol
transmitted and the received signal, respectivkeét.
HOC®  represent the channel matrix aridCRis
additive complex white Gaussian noise with zeromea
and varianced?l,,. Indeed, components of the data
vector ¥ (here, B){1,..., T} indexes the layer) are
assumed zero-mean, statistically independent with u
variance and are uniformly drawn from the same
symbol alphabet A={ag....a,,} All  quantities

Gjnvolved in (16) are either real or complex valuéd.

the complex-valued case, the noise components are
assumed as circularly symmetric complex Gaussian.
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The ML detection finds the data symbol vector b ing® = 29— R0 (23)
the discrete alphabet "Asuch that maximizes the o ]
likelihood function as follows: and substituting (23) into (20) can be expressed as
~ i ¢ 2 T .
b, =b= argbrélgxf(j{ by arngrPTnﬂ{ y Hp 2 (17)  d()y? =“D()“ = ;"D fil|” =d(t +1)? +[O[t]|° (24)

To identify the ML vector, an exhaustive search iswhere, d(t) is the partial distance, meaning that
required. Due to the number of candidate vectordfo d(1/>d(2y>...>d(t’>. We denote the set of candidate
and search over Aelements, the complexity increases symbols at step t, with partial distance €t) by G(p).
exponentially with T We attempt to find a subsetopf The G(p) can be found by backward recursion using
with small number of candidate vectors, in whick th (24), for an iterative implementation of SD. Notbet if
ML vector can be found with a low computational Ci(p) becomes an empty, there is no vector in Cdp),

complexity by a SD as following. larger value of p has to be chosen (if [, i.e., over
the whole set A) and the procedure has to be repeated.

The sphere decoder algorithm: The SD have been |n this case, we have () = A™*" Then, an exhaustive
introduced with small number of candidate vectars i search may be directed to find the ML vector witkp®
order to reduce an exhaustive search in{7)"! This  Hence, to verify @p) restrain at least the ZF-criterion
is achieved by considering the search into a sub¢p)  given by:

defined as:
b, =arg miJr{

2 R 2= §] (25)
C(p)={bOA|y -Hb|" <p*} (18)

2
where, p>0 is a given radius, the ML vector can be Consequently, the Eq. 20 becom@é:"z— sz" :
found in C (p) as the smallest cost: As soon as we obtain t such that Bpf (inferring
d(1)>>p?), we abandon all Bl A" having the partial ®
= AT C,(p) is not empty, we can build C (p) from

The SD technique finds C(p) for a given p byc‘(p)’tD{l""’T}’ as follows:

applying the thin QR factorization (or, equivalgntl C(p)= G(p) x Cy(p) X ... x Cr(p) (26)
Cholessky decomposition of the Gram matrix (G £ H

bargmin{ y- Ht1|2} (19)

H) of the matrix H, is unique as definedth Hence, ~WNere.x denotes the Cartesian product. After T steps
ite H = OR, whereQC™Tis a unitary matrix the SD algorithm termlnat_es.s_Thls technique can be

we write _Q ' ) y. demonstrated by tree-pruning®ifl. The distinct steps

and ROC™ is an upper triangular matrix. From of the SD are shown in Table 1. For time-varying

Eq. 18, the following constraints can be derived: channels the computational complexity of the SD tue
) a QR-factorization for each symbol, is nevertheless
||Z—Rt1| <pg (20) high. Hence, we develop a lessened-rank low-

L . complexity by using the Eq. 15 and its individual
where, z = Qy, the error vector to be minimized is properties, for time-variant channels based on sades

given byl = z-Rb. _ _ and orthogonal projection with very small
For tl{1, ..., T}, define the partial vectors and the dimensionality. The main results of this study based

partial matrix as follows: on the modified subspace-sphere method.

29 =[[2],.... 2IR]] (21a) Subspace-sphere decoder combined with thin QR

decomposition: the proposed algorithm is considered
(21b) as an efficient detection algo_rithm for tim_e-vatian

channel to reduce the computational complexity.t Tha
a combination of the SD, with a subset of a vesparce

) :[[Z[t],...,Z[R]]T

() = N
00=[0.....OIR1] (21c) which employs the PIC at the iterative receiverescé.
R R We note thatd®™ and g[m] in (15), are time-invariant
RO (‘)" E'T 0 -t (22) despite user dependent and time-variant during
o o R common to all users, respectively. Let us now

T specialize the results as mentioned above to the ch
the time-variant channels with thin QR decompositio
Noting that R is upper-triangular ard® can be in Eq. 15, without lose of generality, we omit the
written as: superscript k and™®[m] rewritten as:

638
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§[m] = dy[mIb[m] +n[m] 27) Table 1: The T steps of the SD algoritfim
Step T: For all b[TPA computeg(T)? If (T)’<p?
Using sorted QR decomposition @b, we can store b[TPCy(p)

write ® =QR, where QOC"°" and ROC®™" are a  Stept For all [bt+1],...b[t]] 0 C,., (@) with b[t]0A
unitary matrix and an upper triangular matrix, computeq(t)®
respectively. Following the_ same steps as the ML If (TY<p? O store[ blt],..b[T]]' OC, ()
decoder and the SD detection, Eq. 27 and 17, can be . _
expressed as: Step 1: For all [b[2],..b[T]] OC, () with b[1]0A

computeg(1y?
z[m] = Q"y[m] = RY[m]b[m] + Q" n[m] (28) If g(1<p? store [b{1],...b[T]]' OC, p)
b=arg mir]ﬂAT{ Z[m} Ry [m]b[m[lz} (29) Accordingly, the partial distance defined by (33)

has now the form:
From Eq. 29, the following SD constraints can be : : 2
derived: d(t)?® = ||D(‘)||2 =33 ‘D fi, ] | 2 Z"g(i) —ROGORHO "
i=t jocP i=t

, (35)
[[zIm] = RW[m]b[m]|" < p? (30)

:d(t+l)2+‘D ik

The error vector to be minimized is given by
0= z[m] - RY[m]b[m] . Hence, we revise the Eq. 1-3, 21
and 22 as follows:

Consequently, in order to commit the iterative
Subspace-Sphere Decoder (SPSD) algorithm, thé d(1)
can be found by backward recursion and inmitipat

o) :[Z[Dt_l)Jrl],“”Z[DTHTDCD(T-M) t = T, using (35) with applying above counterpart's
revise in Table 1. The following, we compute
b® =[bit],....b[T]] OCT** complexity of our algorithm in terms of floating ipb
oo :[D[D(t—1)+1],...,|][DT]]T 0ot (31) operation (flop).
R, - R Computational complexity: Let us here define the
RO =| o | g ot computational complexity of the various algorithms.
0 0 R That will be assessed in terms of the required rarmb
T.T as floating point operations (flof$). A flop is an

Noting that i is upper triangular whose main addition, sqbtra}ction, multiplicati_on, division sguare
diagonal elements are upper-triangular and elsavherrOOt-operatlon in the rea_l domain. Thus, one Co_mple
are full and Eq. 14 becomes as: Multlpllcatlon_ _(CM) requires foqr real mu!hp_hcains

: : and two additions, leading to six flops. Similarbne

Complex Addition (CA) requires two flops. In our

Ym] 0 O appointing, the crucial parameters are T and R the
PO=l0 .0 |OCPrtHeor-t (32)  size of system model), Q|Al (i.e., the cardinality of
0 0 wm the symbol alphabet A) and p| C(p) (i.e., the number

of candidate vectors preserved at steglt,..., T}).
ThenO® can be written ag®=z® - ROY©V Y , the

partial distance can be expressed as: Complexity ‘of the comprehensive search: We

demonstrate the advantage of the QR decomposijion b
evaluating the computational complexity for
comprehensive (i.e., exhaustive) search subsedoent
QR decomposition &

In™? one QR Decomposition (QRD) of size
NRXT, possesses complexity as:

Let us now drive the subsets of the vector spce z
and the elements of'Rwe obtain:

d(t)? :"D(UHZ =||z“) - ROy bm"Z
: 2 : (33)
= > o0 =d(t +1)* +[0r)|

i=t joc®

2T?
Coro =| 4(NRY = 2NRT+T flops (36)

.
""" (34) . :
Utilizing Comprehensive Search (CS) on the full

matrix HOC®", Without QR factorization, for all
639
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possible vectorsBA', the computation of Hb requires « The computation of ROPPu® requires B[T-t-
NRxT CM and NR(T-1) CA, proceeding to: 1)+D(D+1)/2 CM and B[T-t-1)+D(D-1)/2 CA for
CroeR0 = NR (8T~ 2)0 flops 37) all [bt+1],..b[T]] 0C,,(p) in addition D[D+1))/2
CM and D[D-1))/2 CA for all b[tJA

Applying _comprenensive search after a QR One QRD of size Nk DT, possesses complexity

decomposition: In this situation, for all possible

vectors bOAT, the computation of Rb requires (here, as.

. : T(T+1 T(T+1 2
ROC™), exclusively % CM and % CA, Coro = DT[4(NR)2 - 2DNRT+@} flops  (42)
proceeding toC,, = 2T(2T+ 1)Q flops. Hence,

Hence:
C8° = C o+ Cry= T(4(NRY - 2NRT+ 2T =
cs QRD Rb 3 (38) Copsp= 4D( 2+ D) TQ+ 2D
+(4T + 2)Q )flops > > 'p.(1+ D= 4D)(T- t)flops

Complexity of the sphere decoder: Using the SD
algorithm which is illustrated in Table 1, we caown
elaborate on the computational complexity utilizisy Cipon= Cepsot C ore (43)
iterative implementation of the sphere decoder oekth

by refining the derivations f. We define the Where, (M-J) is the data block length andrg is

cardinality preserved at step t such thatdemonstrated in Eq. 42.
Consequently, we compute an upper-bound of Eg.

The TCO concerning SPSD, can be obtained as:

— — Y -t+l
P _|C‘<p>| Q- 43 as same as Eq. 41 as follows:
We consider the computation at step t and time __
instant m (i.e., Rb®) as follows: spsose= C spspsd C or (44)
«  For all [b[t+1],...b[T]]" O Cu1(p), the computation RESULTS

. lr:equwltlésb(tTDtg\Cilr\fl and (T ttlt)' CA . | _Simulation setup: We use the same siml_JIation setup as
or all bitIJA, the computation requires only one in®™3. The realizations of the time-variant frequency
CM and one CA selective fading channel¢hy [n, 1], sampled at the chip
Therefore: rate R = 1/T; are generated utilizing an exponentially
decaying power delay profile as:

Cp =8TQ+ zszl n., (4T- 4tlyflop: (39) i
m =1 N[l :e—I/AZ:-l'lel fa (45)
The Total Complexity Order (TCO), for data block )
of length M-J, to account with Eq. 36, can be aixdi With root mean square (rms) delay spregd=RT,
a: 01 ps for a chip rate of R= 3.84.16 HZA**®. The
Teo autocorrelation for every channel tap is given lgrke
Csp =Cospt (M= )Coro (40)  spectrum (e.g., resolvable paths, L = 15). Theesyst

operates at carrier frequengy=f2 GHz and k{16, 24,
subsjlt—ict)ut((:aogrnnlpwuitti g‘l;]-t ili]pggr ggl;gdfoﬂgvsg' 40, we Carbz, 64}, users move with velocity v = 102.5 krit-h
' ' According to mentioned parameters the Doppler
+ (M= J)Coro (41)  bandwidth is, B 01190 Hz. The number of subcarriers
is N = 64 and the OFDM symbol with cyclic prefix
Complexity of the subspace-sphere decoder: To  has length P = N + G = 79. The data block compofse
evaluate the performance of our proposed detectiom = 256 OFDM symbols as well as | = 60 pilot
method (SPSD), the computation at step t and timg@ymbols which results in asD[2vpmaM] + 1 0 3. Due
instant m (i.e.,RV¢™“b"Y ) can be acquired as follows:  to investigate the diversity gain of the receiveryo
(i.e., no antenna gain) the MIMO channel taps are

«  The computation ofy®b® requires, D(T-t) CM  normalized a&:

and D CM for all[bft +1],..b[T]] OC,, (p)and for e ,
a” b[t] DA, respectlvely E{szlzr:12|:0" hl’(k,t) [n’|]|| } =1 (46)
640
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All depicted results are averaged over 100 ‘°° TTEThmmAeTE
independent channel realizations by applying the da
transmission as a QPSK constellatitih Without loss
of generality, we can assume each user applyinglequ =
number of transmitter and receiver antenna (i.e,R).

DISCUSSION

16 12 14 16 18 20
EupNo

To evaluate the proposed method, simulations are . ,
performed in tree steps. Fig. 2: BER Vs SNR with K16, 24, 32, 64} users for

SPSD method

The bit error rate performance: Firstly, we compared ) e e 201 coands 2
the results in terms of Bit-Error-Rate (BER) versus -
SNR. We focus on the multiuser detector utilizes th —:ggéﬁisém

subspace-sphere method. In Fig. 2 we illustrate the
BER versus EN, for different users as well as in fully
loaded systems (i.e., k = N = 64). The solid lines
demonstrate the results for Perfect Channel knayeed
(PC), while the dashed lines show the results for
subspace-sphere Channel Estimates (CE). We also
depict the Single User Bound (SUB), which indicates
the BER that is achieved with one single user and.. . . .
assuming that the receiver has access to the exdcid- 3: Computational complexity in flops: For

3

Complexity in fops

=)

channel knowledge (i.e., coefficients). We compaue Channel Estimation (CE) and multiuser
results witf], as the following: detection (MUD)
. With exact knowledge of the channel: LMMSE, Table 2: Comparison of computational complexity

Detectors Complex multiplications/additions
LMMSE™T  2T%(K?T/3+8N KT+N-K)(M-J)

sphere decoder and subspace-sphere multius

detector exhibit to perform, respectively T
e : ' SD® 2T3(2N? - N+1/3)+ T(8Q+ 2 M- J)
» Utilizing channel estimates, the subspace-spher [oT *UrTEQr 2 By R M- )
method adjacent to sphere decoder for identiceSD aswellasabove (2F ¥, p M .
iteration. Subspace-sphere detection outperforms 2T3(2N? = N/ D+1/ (30°))/ D+ [2D

LMMSE detection, which is stouter to channel PSD

estimation error (about 3.8 dB) (4+ 2D)TQ* X1 R (B Dr (3 4D)(T- O)IM- J)

The QR decomposition computational complexity: ; T
Secondly, we show the advantage of the QRD in termg,, kW:8654rjo-|\-N :thRe :O4I’T1R/lljt2tlé)5r16a, ! 3: o:mg(l)eglr% IS EI% ass
of flops. For instance, suppose T = R = 4, the ¥0. 4cquired from simulations, per receiver iteratidie
and 38 becomes as: subspace-sphere method authorizes a complexity
reduction of approximate one order of magnitude for
channel estimation by implementing four iterations.
9% (11 06.16 flob Utilizing the subspace-sphere multiuser decodejoiok
cs e ps antenna detection with PIC leads to computational
 _ORD ; noORD o complexity reduction by more than one order of
Hence, the ratio y =C:° / Ci™ 153.8%, we see  magnitude. This complexity reduction comes at the
that when executing a QRD first and subsequentlyexpenditure of a slight increase of BERo(alD.58
comprehensive search, which permits complexitydB). Consequently, a trade-off has to be made leztwe

reduction of a factor approximately 1.85. performance and computational complexity, which is
sufficient for practical and macroeconomic issues.

CX9RP [01.97.10 flops

The global computational complexity: At the final

step, we compared the computational complexity dase CONCLUSION
on the number of flops required with other _
representative counterpatts’. In Table 2, to exhibit an We have presented the subspace method applying

easy reference from our derivations, we comparieen sphere detection as an alternative to the LMMSE and

analytic expressions for the total numbers of caxpl classical sphere decoder for MIMO multicarrier CDMA

multiplications, additions required by the systems. The subspace-sphere algorithm is progosed

aforementioned methods. joint time-varying channel estimation and multiuser
641
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detection. To achieve high accuracy, we have bee6.
combined
interference cancelation for every stage. We also
defined suitable radius of searching terminationthis 7.
study, a
performing Soft Input Soft Output (SISO) channel
decoder with BCJR algorithm are studied by a hybrid
method that involves the extrinsic information tbe 8.
multiuser computation and the APP for the channel
estimation in context of additional pilot symbo@ur

new method allows drastic computational complexity
reduction one and more than one order of magniaide
the channel estimation and the multiuser detection
respectively, that is validated by simulation résul 9.
Applying the subspace-sphere methods implies &tslig
loss in performance which is insignificant compated

the gain in computational complexity.

the  subspace-sphere  method  with

low computational complexity receiver
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