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ABSTRACT

Most of the electromagnetic problems can be statéekrms of an inhomogeneous equation Af = g inclhi

A is a differential, integral or integro-differeatioperator, g in the exitation source and f is uh&nown
function to be determined. Methods of Moments (MaMa procedure to solve the equation above and, by
means of an appropriate choice of the Basis/Te$Biif), the problem can be translated into an eajaivt
linear system even of bigger dimensions. In thiskwee investigate on how the performances of thioma
Krylov's subspace iterative solvers are affected different choice of these sets of functions. More
specifically, as a test case, we consider the algdéihear system of equations obtained by an sdstdtic
problem of evaluation of the capacitance and adstitic charge distribution in a cylindrical conthrcof
finite length. Results are compared in terms of \dial/computational complexity and speed of
convergence by exploiting three leading iterativethinds (GMRES, CGS, BibGStab) and B/T functions of
Pulse/Pulse (P/P) and Pulse/Delta (P/D) type.

Keywords: Krylov's Subspaces, Electrostatic Parameters

1. INTRODUCTION Method of Moment (MoM) can be considered an
excellent candidate for the problem resolution beea

As well known, capacitance C and electrostatic by means of a suitable couple of Basis and Testing
charge distribution g represent important pararseter  functions (B/T), it translates the integral equatiato a
electrostatic computation above all in applications  correspondent matrix equation whose solvabilityies

which problems of electrostatic charge can deteemin 5, jterative numerical procedure above all in thosses
situations of danger (for example in aeronautietd). in which the matrix dimension is too high to exploi

Because the computation of C and g leads to they, ..t hrocedures. The exploitation of MoM has beeo
formulation of the problem in terms of integral

; : . popular since in 1967 published a pioneering wdiua
equations of type Equation (1): the MoM application in electrostatic problems ahe t
Af =g 1) scientific community has produced meaningful wooks

electrostatic modelling on different geometries
where, A is an integro/differential operator, g mown exploiting MoM (Chakrabartyet al., 2002; Alad and
forcing and f to be determined (Sadiku, 2000),sit i Chakrabarty, 2012; Prarthan and Chakrabarty, 2091)
imperative the exploitation of a procedure of rasoh which the choice of the B/T couple was asked to the
which, through a reduced computational charge accuracy of the solution, the dimension of the maind
(particularly ~ useful in real-time applications), the evaluation of the elements of the matrix and to
reformulates the problem in the algebrical fieldniore problems linked to the conditioning of the same rirat
accessible resolution terms. In such a context, theand more, MoM has been applied to many problems in
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several scientific domains. In Electromagnetics MOM in | through f :ZN o f with constant f base function

. I . n=1-nn
has been applle_d to radlgtlon prqblemg, .sca.tterlnganto determine and substitute in (1), we obtain Equd®):
problems, analysis and design of microstrips; aialy

abd design of antennas; lossy structures, promagati N
problems (Sadiku, 2000; Angiulli and Versaci, 2002; Q:Z“nAfn )
2003; Misranet al., 2008; Elangovan and Perinbam, "
2012; Sultaret al., 2012; Wuet al., 2012; Zhangt al., Introducing a set of functions weight W = {wn, ...,

2013; Mouheddin and Jamel, 2009; Apaydin and Sevgi,wn} in the range of L and Supposing fixed an apprmlaﬂ
2012; Kumar and Parvathi, 2012). Surely, as Hatoimg  internal product <g g> in the data space, the (2) can be
suggests, the choice of B/T functions of Pulsefelt reformulated as Equation (3):

(P/D) and Pulse/Pulse (P/P) type leads, from oné ha

easy formulations of the elements of the matrixut, b S -

from the other, to slow convergences and reduceside ;a” SWoAf, =<w 0> 3)
of accuracy, so, even willing to restore the dekire
accuracy, it results imperative the increase ofrilvaber ~ With m = 1,2,3,... that in the matrix form gets tem
of subsections, leading sometimes tobad conditgmaf  Equation (4):

the same matrix. In this study, the authors report

comparative study on P/D and P/P functions used inAf =9 )
MoM in terms of complexity, convergence and The

L ) . . ossible  implementations  differentiate
conditioning of the matrix for the evaluation ofa@d q in P P

themselves for the choice of &nd v, and the order of

a cylindrical conductor of finite length. The. nuncaf the summation breaking off (Sadiku, 2000; 2010) Mo
data are presented for each B/T couple in terms Ofongists of four basic steps: (a) formulation of an

conditioning number and convergence. quthermdmyt appropriate integral equation; (b) by operation of
have been compared three leading iterative metfads gjscretization, transformation of the integral faration
the solution of the respective linear systems igld<rs into the equivalent algebraic formulation by mearfs
subspace. Specifically, GMRES with and without gasis (B) and Testing (T) functions; (c) computatiaf
restarting procedure, a biorthogonalization algofnit  the matrix elements; (d) resolution of the correstiog
adapted from the bi-Conjugate Gradient Iteratio®$}  linear system to derive the parameters (SadikupR00
and bi-conjugate stabilized method (BicGStab) nesti et us consider a metal cylinder with a circle getof
methods on matrixes with number of elements differe | length and d diameter. Expressing the charge
from zero increasing step by step, evaluating ¥eewtion  distribution q through functions of expansion, wWetain
times and the number of necessary iterations. ity $s Equation (5):

organized as follows. Section 2 is dedicated touigkg

overview of the MoM methodology and the analytical N

formulation and numerical translation of the elestatic ~ d(Y)=>_a,f, ®)
problem under examination. Section 3 describes the =

philosophy of the resolution of linear systems tiglo  \yhere, f{ are known basis functions ang unknown
Krylov's subspaces and the numerical results, obthi  coefficients. So, the potential at position r deeany
through the translation into MatLab® code, are @nésd  charge distribution on the cylinder at positionaricbe
in section 4. Dutiful conclusions and plausibleufet  expressed by Equation (6):

perspectives close the present work.

BN (4 EUPREED Y X
2. CAPACITANCE AND CHARGE U e eyl R e -
DISTRIBUTION IN CYLINDRICAL Lo, 800 g
CONDUCTORS OF FINITE LENGTH ot g 1|

MoM is a procedure which allows to solve with Q as source region and B(y'-y) as basis functions.
numerically non homogeneous equations of typelfl). Under the hypothesis according to which the axithef
Particular, expanding f with a series of functialedined cylinder is place of source points and on the serthey
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lay points of observation, the problem formulatimn ey 1

one-dimensional, so the basis functions B (duehtar t A ‘Ln-my(ym —y)2+(d/27)2

localized formulation) restrict the integral to beer the , 12

n-th segment. On each,y(computed as #y) it is (yLﬂ_y )[[yml_y j +(dj] (14)
centred a new function, the so called Testing Hanct  _ 2 " 2 " 2

T(y-yn), for which, known the difference of potential V =log 2 \2
and the number of subsections N, the expressiantget y(n-1)/2- ym){[ Y., - me +(9j J
following form Equation (7): 2 2

a0 (™ T(y)dy== i a with yn+1,2:yn+A_y/2and Yi1=Yn-AI2 while the forcer
(m-1ay ] 7 becomes Equation (15):
Imv Imv TO=YW) gy sy
(-vayd (m-1ny((y — y')2 + (d / 2)M2 Vo =am| By —y)V(y)dy =4niv (15)
with m =1,...,N. Indicating with Equation (8): and g and C calculated as in (11).
oy pmay T(y -y")V(y) . 2.2. P/P Forms as B/T Functions
Amn - J.(n—l)AyJ.(m-l)Ay((y _ yl)Z + (d / 2)2 )1/2dydy (8)

Similarly, as for the P/D case, the evaluation lof t
coefficients of the matrix A and relative integoatilead to

The matrix of the coefficients (square of N order) ion (Alad and Chakrabarty. 2012) Equéti6):
and with Equation (9): e expression (Alad an akrabarty, ) Equi#ti6):

A = dyd
v, =4m0 ™ T(y-y)V(y)dy 9) ™ = Jo-nay v

(m-1)ay

S[ [ _BY-yIBY-Y)
iy -y )+ (d/2)

2 1/2
=((Vewrz=Y i)+ @128) + G Vw99
Known the supposed forcer, the problem can be (( iz (m)lz) 2

presented in the matrix form Equation (10): +iog y _y )z @/ 2)2)1’2—[y vy ]
m+nyi2 " Y (w12 w1t Y e
2 2

Aa =V (20) ) U2

_((ym _y(n+1)/2) +(d/ 2)2) Y= Y™ (16)
For which the coefficients of expansiay obtainable

through the resolution of the system (10), givend & *log (Y, _y(m)/z)2 +(d/2)1’2—(ym + ym—l]

values as follows Equation (11): 2

5 12
1 ) R TEN N ((y(m+ n2~ Y 1)/2) +(d/ 2)2) Y iz

q= ) L\V2
2 *log (((y(m—l)IZ) _y(n—l)/Z) +(d/2) ) "Y1t Y
2 2

i
Q
:
<
I

2.1. P/D Forms as B/T Functions
where, Vi1 = YaAY/2 and Vap = YorAY/2, Ymip =

In this case, the basis functions, defined throughy Av/2 and y,.1,= ya-Ay/2. Finally, the forcer gets the
rectangles of unitary height and basis localizedach  form of Equation (17):

subsection of width yi-y, get the form of (Alad and
Chakrabarty, 2012) Equation (12 and 13):
¥ 2012) Equation : v, =an[™ | B(y-y)V(y)dy (17)
B,(y)=1ify Oy Yy ..] (12)
In both cases it appears imperative to use an
B, (y) = Ootherwise (13) appropriate procedure of resolution of linear syste
Cramer’s method cannot, obviously, be suggested
_ _ because of the prohibitive costs of execution (QfH+
So that the formulation of the elements of the matr and the direct methods, even they factorize therixnat
A and respective integration get the form Equati@):(1  Ain the product of triangular matrixes, in preserafe
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random matrixes it's not obvious that they are cand
too. So, we drive our attention towards iterativetimods
and, in particular, towards projective methods Hase
Krylov’'s subspaces, because they fit well the netsmh

of linear systems of big dimensions even in presasfc
scattering of the coefficient matrix.

3. KRYLOV’'S SUBSPACES FOR
SOLVING LINEARSYSTEMS

From the linear system (10) and writing the redidima
the form V-Aq, the k-th step is linked to the initial residual
r@in polynomial basis through (Liu, 2011) EquatioB)(1

=[0=-y AF© 18
r D( YA (18)

With y as relaxation or acceleration parameter.
Setting ' = pk (A)X9 pk(A), results a polynomial of k
grade. Defining the vectorial subspace throughlitresar
envelope Equation (19):

K, (A;z) =span{z,Az,...,A"" 2} (19)

From (18), it is allowed to writdBK .1 (A, 1?). K,
(A; 2) is a vectorial space called Krylov's subspad m
order generated by all vectorSIR" of the form u = p.1
(A)z with dp,.i<m-1. In absence of pre-conditioning, the
iterateda™® gets the form of Equation (20):

k-1
a® =a®+3y r© (20)
=0

Belonging to the W= {z= a@ +y: yOK, (A; rO)}
space. In general, it can be thought to methodslibgi
solutions approximated in the form Equation (21):
a® =a®+q,, (A)y® (21)
Choosing @: so that a® is the best possible

approximation in W.dim (K, (A; z)) = min (m,0z) and,
as a consequence, dim{KA; z) = f(m)) not decreasing.

process ends with a breakdown, Qr;z= w/||w[p and
k=k+1 and, in step m,;Z.., z,form a base for K (A; z)
so it is solved the linear system computidgOW, as a
vector minimizing the Euclidean norm of the residiré
= min,wy |[|V-Az|}) generating the so-called procedure
Generalized Minimum Residual (GMRES) (Liu, 2011).

3.1. GMRES

The basis vectors fornKISA; r®) are memorized in
columns of Z with z = r%||*?|| so the new iterate gets

the form a® = a©@ +v, 2% with Z¥ minimizing

oL~

with H matrix of Hessenberg being
2

superior. In terms of computational cost, Arnoldi's
procedure is of A2 order, while GMRES is of frorder.
Obviously, the procedure can be improved computing
the residual at regular intervals and interruptitng
algorithm when K gets the sufficient dimension he t
tolerance required. Because GMRES requires a
considerable computational effort, they have been
developed different variables among which also GERE
(m) based on the use of the restarting after nsstegsed

on the use of the restarting after n steps, itotscertain
that the method is not subjected to stagnations end
particular, we would like not to be necessary tonoeze

all the vectors of the basis to compute the salytio
eliminating also the necessity of two harbouredesidn
such a context, another class of projective metheds
based on the algorithm of Lanczos’ bi-orthogonéitirg

in which the main benefits stands in memorizingy cal
reduced number of vectors (Liu, 2011).

3.2. CGS and BicGStab

Lanczos’ bi-orthogonalization produces a couple of
orthogonal bases for the subspaces Equation (222nd
Ko(Az,) =spaniz, Az, ... A 7] (22)
K. (AT, w,) =span{w,,ATw,,...,(A" J" " w,} (23)

solving both &t = V and A’ o* = V*. The algorithm is

Increasing m the basis could become numericallyefficient if it is really necessary to solve boltetsystems

unsteady because the vectors tend to be
independent so, m fixed,
orthonormal basis for KA; z) through Arnoldi's
procedure which, choosing; z= 2z/||z)] generates an
orthonormal basis {f through Gram-Schmidt's method
and for k = 1,...,m computes =z'Az , i = 1,2,....k and

W,(:Azk—zik:lhikzi. hkﬂvk:HWkHZWith W, = 0 the

////A Science Publications

399

linearlyand it becomes excessively expensive if it is usely
it can be computed anfor the resolution of & = V. Infact, the matrix A is

sometimes available in the matrix-vector form aimd,
this case, it is not possible to get alsboAit in the same
form. This way, they're searched some modifications
called Transpose-Free Variants which won't use the
transposed matrix. A first solution is Conjugateaent
Squared (CGS) which writes the residual through a
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squared polynomiatp(A). Such a choice, in case of
irregular convergence, provokes an increase ofdiogn
off errors and possible overflows. This leads tefg@r the
BicGStab method (Biconjugate Gradient Stabilized)
based on the writing of the residual as productvwaf
polynomials¥; (A)@ (A) (Liu, 2011). At any case, it is
not possible, in general, to say which of the twathods

is more efficient. However, on the basis of the
estimations of the computational costs, decreasirg
number of the elements different from zero pregette
matrix, BicGStab should be quicker. Infact, even in
BicGStab there are two matrix-vectors productssehe
should have a limited cost as to the products edrout
m? times and to GMRES’ high cost of memorization. In
this work, the idea is to test methods on matriwéh a
number of elements different from zero increasitep s
by step, considering the time employed and the mumb

of necessary iterations. At any case, dealing with

iterative methods,
conditions, for which, from the recourse relatiam the
error %Y = BdY with B matrix of iteration, we obtain
1€V [1B]] 11&]] and applying Schwarz’s inequality we
find ||V k| (BI|([|&™-a®). If then ||BK1, it stands out

the well known rise gD

Ik o - o) < 1H 5 |a®? —a®| that, for k = 0, becomes
I8

o =) < - HBHHG(” a®| particularly useful for the

estimation of the number of iterations for the dtod
satisfying ||&|k0 with ¢ fixed tolerance. To increase
the efficiency, the stop test will be carried out the
normalized residual f{ff] |[f9|kD or ||| [|bkDO
while the control on the error occurs through the

e O o S O |
sequence of rises & o V] -

<OK(A)

<k@a)L 1

4. NUMERICAL RESULTS

The matrix elements 4 have been computed by
means of (14) and (16) by B/T functions of P/D &g
type respectively. Above the construction of thegks

matrixes, the correspondent linear systems have beecomparison
solved through iterative procedures of GMRES, CGSogbtained with different

and BicGStab type and, as a comparison, with thes&a
Jordan matrix inversion. In all cases the forcesedu
were equal to the excitation voltages obtainingoulh

the (11), the distributions of electrostatic chaogeeach
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it is necessary to fix the stop condition
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single subsection and the values of the capacitahttee
charged conducting cylinder. Interested in assignin
subdivisions leading to conditions of stability dfe
solutions respect the disturbance of the entryltesine
choice of the number of N subsections has beeweteri

from the comparison between the two criteria. Tihet, f
for each value of the length/diameter ratio, assesdise

minimums of the trends of the conditioning numbers
K(A) = ||A|| ||IAY|e1 (graded index of sensitiveness of the
solution to the disturbance of the entry data wilues

as close to the unit as less sensitive it is tistesy to the
disturbance), N increasing for each A matrix drgvem
P/D and P/P functions. In certain cases under
examination, the drawn trends, even presenting
instability for little values olN,settle themselves step by
step N increases of value, to produce, then, strong
conditions of instability over a certaih given value. By
way of exampleFig. 1 shows the trend of the matrix
number according to the number of
subsections for each couple of B/T functions ash&®
value 15, while Fig. 2 shows the trend of the
capacitance per unit of length according to the lpem
of subsections for each B/T couple as to the véalud

the length/diameter ratio (no restarting for GMRE®)
particular, to the i-th minimum, min(K(A)), it
corresponds an i-th value of N,;,Nso that the first
criterion gives Nthe minimum value of the, Mnin(N).
The second criterion assesses the trends of tlaeitapuce
(pF) when increasing the number of subsectiongéah
B/T couple and for each resolutive procedure oflitrear
system until the capacitance values are not affebte
evident oscillations due to numerical instabilitabelling

N; the values for N over which, at any case, it ocaurs
numerical instability, the second criterion gives the

minimum value of the N min (N). So, the final
assignation for N will be Equation (24):
N = min(min(N, ), min(N )) (24)

Keeping us, this way in a safety advantage because
really far from conditions of instability, but alws
sufficiently close to the conditions of minimum for
K(A). In the case under examination, accordinghte t
(24), the final N is tested around 45 units. The
for capacitance of specimen (pF),
B/T functions and for
increasing values of length/diameter ratio, haverbe
compared with the analytical solution (Alad and
Chakrabarty, 2013) and are reportedTiable 1 for
each procedure of resolution of the linear system.
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Table 1. Comparison between capacitance values (pF/m) aatahrough analytical integration with GMRES, CB®&,GStab and
Gauss-Jordan inversion when varying the length/étanratio and for different B/T couples

Gauss-Jordan GMRES CGS BicGStab
Analitical ~ --------m-m e
L/d Method P/D P/P P/D P/P P/D P/P P/D P/P
6 22.33 25.84 23.44 24.11 23.19 25.12 23.40 25.87 3.12
10 18.55 21.07 21.99 20.91 21.77 20.81 21.23 20.11 22.20
15 16.35 18.35 20.33 18.22 19.96 18.06 20.70 18.37 20.14
20 15.08 16.80 17.14 17.09 17.00 16.20 17.10 16.22 17.14
25 14.22 15.76 16.30 15.76 16.43 15.34 16.43 15.33 16.55
30 13.59 15.01 15.67 14.88 15.80 14.15 15.85 15.07 15.89
60 11.62 12.70 13.64 12.94 13.99 12.30 13.77 12.34 13.15
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They have been traced, as markedrig. 3, the trends  which guarantees the convergence and the
of the capacitance (pF/m) according to the correspondent number of iterations in
length/diameter ratio for each B/T couple and absence/presence of restarting (for GMRES). In this
resolutive procedure of the linear system (no rést last case, the number of iterations has been
for GMRES), highlighting the instability area, tobhe differentiated in internal/external iterations,
distribution of electrostatic charge (C/m) with wal correspondent to the cycles nesting. Finally, ath®o
equal to 400 of length/diameter ratio for each B/T CGS and BicGStab procedures, always for different
couple and relatively to each resolutive procedoffe  B/T functions and for increasing length/diametdiaa
the linear system (no restarting for GMRES) is they have been drawn the dimensions of the A matrix
visualized in Fig. 4. In order to evaluate the guaranteeing the convergence and the correspondent
convergence of the numerical data on the capa@@tanc number of iterations and the comparison too of the
Fig. 5 shows the trend of the capacitance (pF/m) with CPU-time respect the GMRES procedure. The results
value equal to 400 of length/diameter ratio, fockea are presented imable 2

B/T couple and as to each resolutive procedurehef t

linear system (no restarting for GMRES). To asshes 5. CONCLUSION
convergence speed of the iterative procedures and
considering that when they increase the numbeihef t In the present work, upon the double researchtabeu

elements different from zero present in the matrix, number of useful subsections and the instabiligagrgot
BicGStab should be quicker than GMRES, the from the comparison between the two criteria ofolhin

methods have been tested on A matrixes with numbethe previous paragrapkig. 1 and 3, it has been presented
of not null elements, increasing step by step anda comparative study about P/D and P/P functiond urse
evaluating the number of iterations required and th MoM in terms of complexity, convergence and
CPU-Time. Specifically, with reference to the conditioning of the matrix for the evaluation ofa@d g
GMRES procedure, when it increases thein a cylindrical conductor of finite length. The
length/diameter ratio and for different B/T funsizy ~ numerical data are presented for each B/T couple in
they have been drawn the dimensions of theA matrixterms of number of conditioning and convergence.

T T T T T T

—— P/D Gauss-Jordan
e PP Gauss-Jordan
— P/P GMRES

P/P GMRES
— P/D CGS

P/P CGS
— P/D BicGStab
e P/P BicGStab

Capacitance (pF/m)

nstabilit

50 F

0 I 1 1 1 I 1
0 20 40 60 80 100 120

‘Write length/diameter

Fig. 3. Capacitance trend (pF/m) according to the lengtiniéier ratio for each B/T couple and resolutivecpdure of the linear
system (no restarting for GMRES). The vertical $isingle out the area of instability
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T T T T

1ok — P/D Gauss-Jordan i
asl e P/P Gauss JTordan |
: — P/P GMRES |
. ol P/P GMRES H
£ — P/DCGS .
2 105 I
° s PJP CGS .
g 10 — P/D BicGStab
L2
2 _
2 os | P/P BicGStab i
£ _ |
S 9
85 | |
1| 2
ik ' : ‘ ,
0 02 04 0.6 08 L

Length of charged conducting cylinder (m)

Fig. 4. Distribution of electrostatic charge (C/m) with walequal to 400 of length/diameter ratio for eath @uple and as to each
resolutive procedure of the linear system (no réstafor GMRES)

85 : T T T L i 1 1 L
—P/D Gauss-Jordan
--------- P/P Gauss Jordan|]
——P/D GMRES |
P/P GMRES ]
| —P/D S |
E P/P CGS 1
L‘,i ——P/PBicGstab 1
= | T e P/D BicGStab
3 l
a, 4:
SR -
7.9 | i
78 F [
7.7 A i - L A : :

0 10 20 30 40 50 60 70 80 90 100
Number of subsections

Fig. 5. Capacitance trend (pF/m) with value equal to 400enfjth/diameter ratio for each B/T couple and a®dch resolutive
procedure of the linear system (no restarting tMRES)
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Table 2. Comparison between GMRES (without and with resigjti CGS and BicGStab in terms of dimension of riegrix
guaranteeing the convergence, number of iterafidifferentiated into internal and external) and GRble according to
length/diameter ratio and for different B/T couples

GMRES Restarting CGS BicGStab

L/d B/IT # iterations  # iterations # iterations CHbhie # iterations CPU-time

6 P/D 19 19 (17+2) 19 OGMRES 20 OGMRES
P/P 20 19 (17+2) 20 > GMRES 20 OGMRES

10 P/D 19 19 (17+2) 19 > GMRES 21 > GMRES
P/P 20 19 (17+2) 22 > GMRES 22 OGMRES

15 P/D 19 17 (13+4) 22 > GMRES 20 > GMRES
P/P 20 20 (18+2) 22 OGMRES 21 < GMRES

20 P/D 20 20 (18+2) 22 OGMRES 22 OGMRES
P/P 21 19 (17+2) 22 OGMRES 22 < GMRES

30 P/D 21 20 (17+3) 23 > GMRES 23 < GMRES
P/P 22 19 (17+2) 23 OGMRES 23 < GMRES

60 P/D 22 20 (17+3) 23 > GMRES 24 OGMRES
P/P 22 19 (17+2) 23 OGMRES 24 < GMRES

Moreover, they have been compared three leadingwhat has been dealing with in the present work is
iterative methods for solving the respective linear desirable to be tested on specimen with more comple
systems in Krylov's subspaces (GMRES, CGS andgeometries and on more matrixes comparing BicGStab
BicGStab) on matrixes with a number of elementswith GMRES with different restarting options of
different from zero increasing step by step, evaihga  adaptive type. However, the choice of operatingaon
times of execution and number of necessary iteratio cylindrical specimen was dictated by the fact tmatre
From the analysis ofable 1 it can be noticed the good complex specimens can be treated modularly as af set
adherence of the results obtained as to the acallyti cylindrical elements. Obviously, the present stuths
solution (Alad and Chakrabarty, 2013), the capacita the limitation of treating only two pairs of funatis B/T.
values (pF/m) obtained with GMRES (no restarting), In the future, it would required a more detaileddst of
CGS, BicGStab and with Gausse-Jordan’s inversioncomparison between functions belonging to a setob
when varying the length/diameter ratio and for P/P B/T characterizing by a bigger cardinality. Becaude
couples. Variation of capacitances of hollow cyénd the bad conditioning of the matrix of the systemisi
with height by diameter ratio using P/D and P/Phods imperative the exploitation of suitable pre-corafigrs.

and analytical one have been carried out by means
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