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Abstract: Problem statement: In the past few years, immense improvement waaiadd in the field

of Content-Based Image Retrieval (CBIR). Nevertbgleexisting systems still fail when applied to
medical image databases. Simple feature-extraetigorithms that operate on the entire image for
characterization of color, texture, or shape cafrtelated to the descriptive semantics of medical
knowledge that is extracted from images by humgmesds. Approach: In this study, we present a
hybrid approach called Support vector machine caetiwith relevance feedback for the retrieval of
liver diseases from Ultrasound (US) images is ohiced. SVM and RF are supervised active learning
technique used to improve the effectiveness ofrditiéeval system. Three kinds of liver diseases are
identified including cyst, alcoholic cirrhosis andrcinoma. The diagnosis scheme includes four steps
image registration, feature extraction, featurec@n and image retrieval. First the ultrasoundges
are registered in the database based on the mpodalien the features, derived from first order
statistics, gray level co-occurrence matrix anccthhgeometry, are obtained from the Pathology
Bearing Regions (PBRs) among the normal and abriartimasound images. The Correlation Based
Feature Selection (CFS) algorithm selects the ref@atures for the specific diseases and also
reduces dimensionality space for classificatiomahy, we implement our hybrid approach for
retrieval of specific diseases from the datab&ssults: This hybrid approach can get the query
from user and has retrieved both positive and megatamples from the database, by getting
feedback in each round from the radiologist is hpimprove the retrieval of correct images.
Conclusion: The hybrid approach (SVM+RF) comprises several fisnavhen compared to
existing CBIR for medical system by neural netwalgorithms. Fractal geometry in feature
extraction plays crucial role in ultrasound liverage retrieval. CFS also reduce the dimensionality
issue during storage. Image registration plays raportant role in the retrieval. It reduces the
redundancy of retrieval images and increases thporese rate. Getting relevance feedback from
physician helps to improve the accuracy of retdiéwages from the database.

Key words. Content-Based Image Retrieval (CBIR), Digital Inmgg and Communication in
Medicine (DICOM), Single Positron Emission Computdemography (SPECT),
Computerized Tomography (CT), Magnetic Resonanag{MRI)

INTRODUCTION revolution in medical domain of the last three dbxs=a
has paved the way for physicians and radiologists t
Medical and healthcare sector is a big industryimage guided diagnosis and treatment of diseases.
directly related to every citizen’s quality of liftmage  Medical images are playing an important role tcedet
based medical diagnosis is one of the importanticer anatomical and functional information of the bodrtp
area in this sector. Nowadays, a large numbenafrde  for diagnosis, medical research and education (Xue
radiological and pathological images in digitalf@t  al., 2005). Modern standards such as Digital Imaging
are generated by hospitals and medical centers witand Communication in Medicine (DICOM) (Guilet
sophisticated image acquisition devices and digitahl., 2007) and Picture Archival and Communication
scanners (Desernet al., 2009). The digital imaging Systems (PACS) (Guildt al., 2007) make it relatively
Corresponding Author: Suganya, R. Department of Electronics and Commtinic&ngineering, Thiagarajar College of Enginegrin
Madurai-625015, Tamil Nadu, India
938




Am. J. Applied Sci., 9 (6): 938-945, 2012

easy to store and transport these images and s&reaapproach has certain restrictions on both the image
interoperability. Medical images of diverse moda#it (only mammographic X-rays) and the features (only
such as Computerized Tomography (CT), Magnetidumor shapes) that are supported by the system.
Resonance Image (MRI), Single Positron EmissiorLikewise, the ASSERT system operates only on high
Computed Tomography (SPECT), Ultrasound (US)resolution computed topographies (HRCTSs) of theylun
from radiological departments and dermatology,(Mao, 2004). A physician delineates the pathology
microscopic pathology and histology images fromeoth bearing region and marks a set of anatomical lankisna
departments are generally complex in nature anavhen the image is entered into the database. Hence,
require extensive image processing techniques foASSERT has extremely high data entry costs, which
computer aided diagnosis (Yehal., 2003; Honget al., prohibit its application for clinical routine. CHEt al.
2002; Aubest al., 2002). Due to this reason, in most of present a knowledge-based image retrieval system wi
the cases physicians or radiologists examine images spatial and temporal constructs (Hsu and Lin, 2002)
conventional ways based on their individual Brain lesions are automatically extracted within 3D
experiences and knowledge. data sets from CT and MR. Their representation hode
Image retrieval in general and Content-Basedconsists of additional knowledge based forth layer
Image Retrieval (CBIR) is particular in the field o within the semantic model. This layer provides a
medical domain has been one of the most excitimy anmechanism for accessing and processing spatial,
fastest growing research areas over the last decadwolutionary and temporal queries. However, those
(Nadler and Smith, 1993; Oosterveld al., 1993; concepts for medical image retrieval are task digeci
Mustafa and Mostafa, 2003). The term image rettievaand not transferrable to other medical applications
means finding similar images from a large databas@ AGARE et al. point out some of the unique challenges
archive with the help of some key attributes asgedi  confronting retrieval engines with medical image
with the images or features inherently containethin  collections (Parlet al., 2004).
images. In the medical domain, the ultimate goal of Liver is an important organ since it plays a vital
image retrieval is to provide diagnostic support torole in human organ system. Therefore, liver diseas
physicians or radiologists by displaying relevaastp have attracted much attention for a long time.
cases, along with proven pathologies as ground trutDiagnostic ultrasound is a useful clinical tool for
(Laws, 1999). However, medical image retrieval canvisualizing organs and soft tissues in human abdalmi
also be useful as a training tool for medical shisl@end  wall without any deteriorating effects. It enabliée
residents in education, follow-up studies for déter  physician to select the right image plane to digpla
the growth of tumors and for research purposesei@év pathological anatomy accurately. Its significane¢hiat
existing works on content based medical imaget is safe to handle, non-radiological and non-give.
retrieval for ultrasound liver diseases were undeeg One such application of diagnostic ultrasound verli
by neural network algorithms (Hsu and Lin, 2002). imaging. Liver diseases are best identified usimgse
Image registration or geometric alignment of two-gray scale images. Traditionally, to determine \whet
dimensional and /or three dimensional image data, ithe liver tissue is normal or abnormal relies on
becoming increasingly important in diagnosis, specialized radiologists. The decisions made by
treatment planning, functional studies and contentadiologist are heavily dependent on their expeegn
based medical image retrieval in biomedical redearcwhich might be related to certain characteristicanf
(Wuetal., 1992; Sonkat al., 2008). Image registration the visual interpretation of the image or some
is the process of determining the spatial transfttat  comparisons with different pathologies (Huang and
maps point from one image (defined as the movingd.ing, 2005). However, several studies have showen th
image) to homologous points on an object in theaccurate decision rate by using simple visual
reference image (called as the fixed image) forinterpretation of liver diseases is only about 54%.
multimodality. The similarity of the two images Wile The technique of image analysis is widely used in
calculated and investigated after each transformil un medical fields. In the CAD, image analysis and
they are matched. If it is mono-modal, directlyrstthe  statistics have especially played the most importan
images into the database. roles. The techniques of image analysis are used to
In recent reports, some approaches for contentextract the PBRs from images and calculate the
based retrieval designed to support specific médicdeatures, while statistics provide the theoretizgiports
tasks have been published. Pratt (2001) describe far feature classification. Our proposed hybrid raagh
system for fast and effective retrieval of tumoapsls  of classification method for liver tissues consists3
in mammogram X-rays (Kimet al., 2002). This stages. The first step involves image registratite;
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second step involves feature extraction and selecti tissue, but in some cases they may be similarh@sis
The characterization of liver images, based onutext tissue contours vary case by case, preventingosish
analysis techniques, has been developed over $evefeom being distinguished simply form normal tissue,
years. Some features are appropriate for thdéased on gray levels or contours. Cirrhosis, bglfits
classification of specific diseases and other festare does not cause symptoms. It is often diagnosed when
suitable for other diseases. The features likeé irder = something is seen to be abnormal in other typéssts,
statistics, grey level co-occurrence matrix andcthi  such as blood tests. Yet, a doctor may find thiarea
geometry are suitable for identifying cyst, alcobiol appears enlarged during a physical examination by
cirrhosis, carcinoma diseases. The Correlation daseultrasound scan test.

Feature Selection (CFS) algorithm thus can seleet t

certain features for the specific diseases anddurto  Carcinoma:  Carcinoma involves benign hepatic
reduce the feature space for storage in databdter. A masses and consists of large thin-walled bloodeless
appropriate feature selection, these certain featare lined with flattened epithelium and separated bydus

fed into the third step, the SVM classifier, to rtéy spaces filled with venous blood, commonly occurs to
the diseases (Gletses al., 2003). Besides, a relevant women (Chang and Lin, 2001; Jagal., 2000). When
feedback from physician helps to improve thecarcinoma is not treated early or does not resgond
effectiveness of the retrieval system. treatment, the liver progressively shuts down ailsf

MATERIALSAND METHODS Image registration: In this study, we develop a mono-
modal image registration technique, which is based
Properties of ultrasound modality of liver diseases: ultrasound images of liver. In the pre-processitep,s
The block diagram of the proposed liver diseaseave remove some noise and normalize the size of the
diagnostic retrieval system is shown in Fig. 1sFof image. The registration is performed employing
all, PBR is extracted manually from input query intensity based registration using mutual informadi
image by physician or radiologists and registeredMutual information is an automatic, intensity-based
into the database. The PBRs and then fed into thmetric, which does not require the definition of
feature extraction and selection module. In thislandmarks or features such as surfaces and can be
module, the appropriate features are evaluated anapplied retrospect. Furthermore, it is one of thw f
processed and the certain features for the specifimtensity-based measures well suited to regisimatib
diseases are selected. These features are themultimodal images also. Unlike measures based on
classified by SVM to determine what diseases belongorrelation of gray values or differences of grajues,
to and finally passed to the retrieval model witle t mutual information does not assume a linear
help of relevance feedback. relationship among the gray values in the image. Al
We categorize liver disease into: liver cysts,images are stored into the database through image
alcoholic cirrhosis and carcinoma. Based on expertegistration only.
knowledge, the physiological properties of livesahse
are described as follows. Feature extraction method: Feature extraction is a
crucial step for any pattern recognition task esihc

Liver cyst: In general, cysts are thin-walled structurefor ultrasonic liver tissues classification sindeet
that contains fluid. Most cysts are single, althoegme  images are highly complex and it is difficult tofide
patients may have several cysts called PolycystierL @ reliable and robust feature vector. Generally,
Diseases (PLD). Simple liver cyst is always benignultrasound B-scan images present various granular
(Leeet al., 2002). The liver cyst contour is smooth, butstructures as texture; the analysis of ultrasoumaigie
contrast between normal liver and cyst tissue ghhi is analogous to the problem in texture analysis.
i.e., the gray level of cyst tissue is much dartean  However textural features are those characteristics
that of normal tissue. Liver cysts occur in such as smoothness, fitness and coarseness oincerta
approximately 5% of the population. pattern associated with the image. There are three
methods used for feature extraction.

Alcoholic cirrhosis: A liver normally contains a certain
amount of fat due to alcohol intake, but if fatmegents  Fractal geometry: Fractals provide a measure of the
over 5-10% of the weight of the liver, that persesn complexity of the gray level structure in a certain
said to have cirrhosis (Leet al., 2003). Most gray pathology bearing region, having the property df-se
levels of cirrhotic tissue are darker than the ralrm similarity at different scales.
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Fig. 1: The Block diagram for content based imaggeval of ultrasound liver diseases by hybridrapgh

This feature plays an important role in ultrasoimedge  Gray level Co-occurrence matrix: Gray Level Co-
modality. Every texture, characterized through theoccurrence Matrix (GLCM) has been used in texture
intensity I, can be represented as a reproducticheo ~ €xtraction. Compared to an image gray level histogr
copies of N basic elements: One of the ways toesgor GLCM is a spatial correlation between a pair of two

the fractal dimension is the Hurst Coefficient. gray levels. Specifically, it can be used as ingatthe
SOM for classification. Let p,p, 0% 07 be the means

First order statistics: The first order statistics of grey and standard deviations of x and y, defined in #qoa
levels considered appropriate for liver tissue

characterization in various pathological stagesewer Sh S

TREDIPNCICAHN)

the mean grey level, the maximum and minimum of =
the gray levels and the autocorrelation function,
defined on a region of size N x N through the Lt Lt .
following expression: Hy :J;;G(e'dx'yl)
N N
~ ~I(u,VI(u+x,v+y) = L1 L
D(X.Y)=z”'ozv,]° T 0z =Y (i-K)*D.G(6.d;i))
ZUZOZVZOI (U,V) i=0 j=0
. . . . L1 L-1
where, | is the intensity function of the ultrasdun 02=Y (j-1,)2).G(6,d;i,))
=0 j=0

image. The spatial autocorrelation represents,atlgfu i

the correlation of a variable with the spatial ligation

of that variable. It measures the interdependeegel | Imageretrieval by hybrid approach:

between the values of that variable in differeribfmin ~ Support vector machine: The state-of-the-art SVM

space and the strength of the interdependencealso based on statistical learning theory is widely uged

characteristic for the texture granularity. supervised learning and classification problem,
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invariably providing a good performance in with the idea of introducing different penalizingcfors
classification problem. Compared to conventionalfor positive and negative samples into the optitra
neural network, the SVM has the advantage of beingroblem of SVM. A deeper reason for this asymmetry
usable under different kernel functions and highlyis that relevant images tend to form certain chssie
accurate classification based on parameter sefectiothe feature space, while irrelevant images occuyy t
SVM is originally a method for binary classificatio remaining feature space.

(Lee et al., 2002; Leeet al., 2003; Chang and Lin, To accommodate this asymmetry, in hybrid
2001; Jainet al., 2000), however, in medical practice; approach, both positive and negative samples spread
the number of possible disease types is rarelyicesd  their ranking scores differently. To speak condyete
to two categories, called positive samples and thega we first define two vectors Y+ and y-. The elemefit
samples. Combining feature extraction methods anthe former one is set to 1 if the correspondinggenas
SVM should thus be promising in distinguishing agon the query or a positive sample; while the eleméithe
ultra sound liver diseases. Appropriately selectedatter one is set to -1 if the corresponding imégea
features by CFS are then fed to the SVM classifiernegative sample (Leet al., 2003). All the other
SVM classifies both positive and negative sampleslement of the two vectors is set to 0. Generally,

based up on the input query. positive samples should make more contributiorhto t
final ranking score than negative samples. Seconagdy
Relevance feedback method: modify the neighborhood of a negative sample by

Relevance feedback with only positive samples: changing the iteration value. It also controls the
When only positive samples from the user’s feedbackeighborhood size within which the points will haae
or when we consider only the relevant images, s¢ver big similarity value to the center point. The folmto
schemes can be applied, making use of the infoomati propagating negative ranking scores is:

to improve retrieval accuracy as shown in the Bign

this specific context, the physician suggestion easily f* =}y +aSy +aS(asSy ¥ ..
interpret by means of feedback, add the newly nbthi M
positive samples into the query set and return the f*=pYa's'y’

i=0

algorithm to retrieve results (Lest al., 2001). In this
way, the vector y will have multiple non-zero
components that will spread their ranking scorethn
propagation process. And the sequence f (t) corgdry

Thus the neighbourhood of negative samples is
smaller than that of positive samples and the sadpe
their effect is decreased.

n+l

f* = AL -as) " yB(L- aS)'y. RESUL TS AND DISCUSSION
i=1

. . . ) ) The image datasets in the experiment are provided
where, Yi is an n-dimensional vector with the it hby GEM Hospital, Coimbatore and Several
component equal to 1 and others equal to 0 and n igggiological centre. Currently we did our work with
the number of positive samples fed back by th 50 images of liver diseases; 80 liver cysts, 45

phylf_ician. Theregore 'Ejhest? sa(;nples_ W:” spre? Icoholic cirrhosis and 25 carcinoma images. Rkt
:gm ;%gasggresbgllor?pi?\n ert10y ?ﬂeirassc’:lgrnrezrgoi&/ii uﬁ"'nages are registered in to the database through
9 ging P gintensity based image registration method. Themfro

gflt%zggri?%?\?ia;g? Suclgrr‘r;a;te ranking score is the SUMhe registered images, three important features haen
' collected namely first order statistics, gray lews-

Relevance feedback with positive and negative occurrence matrix and fractal geometry which areemo

samples: Due to the asymmetry between relevant andelevant_ fea_tures for_ ultrasound modality imagesclvh
irrelevant images, they should be processed diftsre  Shown in Fig. 2 It is known that certain features a
For example, in Rocchio formula (Gletsaisal., 2003), ~ @ppropriate for the cIaSS|f|cat|0_n of specific dise f';lnd
the initial query is moved towards positive samplad ~ Other specific features are suitable for other afies.
away from negative samples by different degrees; il herefore, CFS algorithm, a feature subset selectio
MEGA (Mustafa and Mostafa, 2003), positive samplesechnique, is used in our study. The goal of featuibset
are used to learn the target concept in k-CNF. &hil selection is to identify and select the most inflis
negative samples are used to learn a k-DNF thatdsou variables from a large pool of variables and furttoe
the uncertain region; some researchers even come upduces the feature space for classification.
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Fig. 2: Feature extraction methods
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Fig. 5: Negative samples

Table 1: Comparison of existing method and Hybpgraach

Existing method

Accuracy rate (%)

Neural network-BPN
Support vector machine
Hybrid method

53.40
60.00
72.10

(SVM + relevance feedback)

R o] e mage et By

Fig. 3: Retrieved liver images

Foye L

Fig. 4: Positive samples
943

The size of the images is 54212 pixels and the
images are saved at 12 bits per pixel gray levee T
training set for the classification SVM algorithra i
created by manually segmenting sample regions of
four patterns: liver cyst, alcoholic cirrhosis,
carcinoma and normal liver.

The input query images is feed into the proposed
hybrid system, after image registration, feature
extraction and feature selection, it will be storedhe
database and compare with the liver images in the
database pool and the resultant images will béevetd
which shown in Fig. 3. The future iteration will be
preceded by the physician to select appropriatgésa
from the retrieved images by applying relevance
feedback technique. The result of the RF is categdr
in two categories-positive samples and negative
samples which shown in Fig. 4 and 5. The hybrid
approach (SVM+RF) comprises several benefits when
compared to existing CBIR for medical system by
neural network-Back propagation networks algorithm
which shown in Table 1.

CONCLUSION

A hybrid approach for retrieval of liver diseases
has been successfully proposed in this study. The
hybrid approach (SVM+RF) comprises several benefits
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when compared to existing CBIR for medical systemHsu, C.W. and C.J. Lin, 2002. A Comparison of

In general CBIR system, image registration is not
necessary for retrieval of similar images. But iadical
image retrieval, image registration plays an imguatrt
role in retrieval. It reduces the redundancy ofiegtl

methods for multiclass support vector machines.
IEEE Trans. Neural Netw., 13: 415-425. DOI:
10.1109/72.991427

Huang, J. and C.X, Ling, 2005. Using AUC and

images and increases the response rate. We not only accuracy in evaluating learning algorithms. IEEE

adopt the gray level co-occurrence matrices toaektr

features of the PBRs. Through the selection of

Trans. Knowl. Data Eng., 17: 219-310. DOI:

10.1109/TKDE.2005.50

significant features by CFS, the input spaces can bJain, A.K., P.W.R. Duin and J. Mao, 2000. Statatic

simplified, which is forwarded to the SVM as input.
Moreover, Fractal based geometry in feature extract
are also useful as the additional features to mdiffgate

pattern recognition: A review. IEEE Trans. Patt.
Anal.  Mach. Intell., 22: 4-37. DOI:
10.1109/34.824819

liver cyst from carcinoma and alcoholic cirrhosis. Kim, K.I., K. Jung, S.H. Park and H.J. Kim, 2002.

Getting the Relevance feedback at each iteratiom fr
the physician helps to improve the accuracy ofeel
images from the database.
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