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Abstract: Problem statement: Tone intelligibility in speech synthesis is an important attribute that
should be taken into account. The tone correctobtige synthetic speech is degraded considerably in
the average-voice-based HMM-based Thai speech esisthirhe tying mechanism in the decision tree
based context clustering without appropriate dotercauses unexpected tone neutralization.
Incorporation of the phrase intonation to the crhtaustering process in the training stage was
proposed early. However, the tone correctness issatisfied. Approach: This study proposes a
number of tonal features including tone-geometrieatures and phrase intonation features to be
exploited in the context clustering process of HMMining stage.Results. In the experiments,
subjective evaluations of both average voice argee voice in terms of the intelligibility of toaee
conducted. Effects on decision trees of the eachfdatures are also evaluated. By consideringagend
in training speech, two core experiments were cotetl The first experiment shows that the proposed
tonal features can improve the tone intelligibilioy female speech model above that of male speech
model, while the second experiment shows that ttepgsed tonal features improve the tone
intelligibility for gender dependent model than fygnder independent mod&onclusion: All of the
experimental results confirm that the tone corressnof the synthesized speech from the average-
voice-based HMM-based Thai speech synthesis idfisigmtly improved when using most of the
extracted features.

Key words: Thai speech, speech synthesis, tone intelligibilipne correctness, generative model,
context clustering, average voice, hidden Markadets

INTRODUCTION words with the same phoneme sequence may have
different meanings if they have different tones
In HMM-based speech synthesis, the prominen{Seresangtakul and Takara, 2003). Therefore, targt m
attribute is the ability to generate speech withiteary ~ be carefully considered in tonal speech synthesis.
speaker’s voice characteristics and various spgakin The most important characteristics of a speech
styles. There have been proposed a number of TT§ynthesis system are naturalness and intelligibilit
techniques and state-of-the-art TTS systems based done distortion can deteriorate not only the speech
unit selection and concatenation can generate alaturintelligibility but also the speech naturalnessvell,
sounding speech. However, to provide various voicince the tone is a suprasegmental feature formeieb
characteristics in speech synthesis systems bas#teo basic prosodic feature, i.e., FO (Wutiwiwatchai and
speech unit selection approach, a large amount dfyrui, 2007). Meanwhile the other important basic
speech data is needed and it is very tough to mbtaiprosodic features including phrasal pauses, duratiwl
enough speech data (Yamagietal., 2002). energy can affect the speech naturalness mostly
For tonal languages such as Thai, tone is a verfChomphan, 2009). As a result, the tone correctmesss
important suprasegmental feature of syllables. Thée carefully considered in the tonal speech syigthes
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As for speaker dependent HMM-based Thai speechut it is obviously seen in the speaker independent
synthesis research, a speech synthesizer has besystem when multi-speaker speech database is ased f
implemented (Chomphan and Kobayashi, 2007a). In thgaining. Subsequently, an incorporation of theaghr
system, a group of contextual factors which affectntonation to the context clustering process in the
spectrum, fundamental frequency (FO) and statgraining stage was proposed (Chomphan and
duration, such as tone type and part of speecteBe®  kopayashi, 2009). The phrase intonation features ar
into account especially for the purpose of prodgcin oyiracted by using a Fujisaki's model including a
natural sounding prosody of the tonal speech. # hap,qaline value of FO and a magnitude of phrase
been found that it can provide speech with theebett . . However, the tone correctness is not

reproduction of prosody over the unit-selectiondaas g :
Vaja TTS system from NECTEC (National Electronics satisfied. This _study,_ therefore, proposes a numbe
8f tonal features including tone-geometrical feasur

ﬁg%a§:$?Utg(r)so;;(:h,zoIgggis%?]m?rr()ae(cvt}ict)r?q pahatr:) naer]and phrase intonation features to be used in theegb
separated structure (Chomphan and Kobayashi, 20075 uste_rlng process of HM_M _trammg st_age. The
presents the considerable improvement of ton&Xperimental re_sults of subje_ctlve eva_luat|ons [(1: 308
correctness of the synthesized speech. Howevere sorR"0POsed technique are also discussed in the study.

distortion of syllable duration is noticeable where
system is trained with a small amount of data. dther
structures of the decision tree are designed foonty . .
the purpose of maximal correctness of tone buttigo Phrase intonation features: The FO contours are
purpose of elimination of the syllable duration yarled considerably in continuous speech due t_o the
distortion (Chomphan and Kobayashi, 2007a). influences of such factors as tones of the adjacent
In the area of speaker independent HMM-basedY!lables, syntactic and pragmatic mformatlon pét
Thai speech synthesis, a system with a speechatatab Whole utterance and the overall speaking rate.niaie
containing quite a large number of speakers with 42CtOrs causing these variations are tone coaatiou,
small amount of data for each speaker has beeWn? eqhancement/suppressmn and phrgse intonation
developed. Although it is desirable that senterte of (Fujisaki and Ghno, 19.98)' In the conventional HMM-
speakers are different from each other to makebdata pased_ speech synthesis approach, th_e _speech teature
rich in phonetic and linguistic contexts, the swtit including FO values are modele_d stz?m_st_u_:ally. A's f
speech generated from the average voice mOOI%peaker dependent system, the intelligibility aieds

(Yamagishi et al., 2002) trained using different egraded significantly when using simple binaryeitre

sentence set for each speaker sounds unnaturb'f’lsed context clustering. It can be treated byyappl
compared to the model trained using the same aemten.ﬁ!]e tree structure of tone_-separated structureear, .
set for all speakers, especially when the amount of the case of speaker mdgpendent system, thetyari

. ' I of the speaker characteristics and the small amotint
training data of each speaker is limited. To overeo fraining data from one speaker cause the tone
the problem, the Shared decision Tree Conte

. L ) eutralization. As a result, the intelligibility abne is
clustering (STC) (Yamagistet al._, .2003) is adopted, considerably degraded in spite of modifying theetre
where every node of the decision tree always h

L Vays Nasirycture. To relieve the effect of the varietysath FO
training data from all speakers so that each distion

: _ contours, the phrase intonation is thought to be a
of the average voice model reflects the statisticall romising factor. The relevant features are the

speakers. Moreover, Speaker Adaptive Training (SAThaseline value of FO and the magnitude of phrase
(Chomphan and Kobayashi, 2008) is incorporated intommand of the Fujisaki’'s model as shown in Fig. 1.
the training procedure of the average voice model tThese features are subsequently incorporated heo t

improve the quality of the average voice model. contextual factors to reduce the variations caused
The naturalness of the synthetic speech generatefle phrase intonation factor.

from the mentioned system is comparable to thabhef

speaker dependent system, however, the tonphrase intonation feature extraction: Fujisaki's

correctness of the synthetic speech is degradeghodel treats the FO contour as a smooth rise-&tem

considerably. The tying mechanism in the decisiee t in the vicinity of the accented Japanese mora $Bkiji

based context clustering without appropriate doter et al., 1990). The FO contour is mathematically treated

causes unexpected tone neutralization. This probleras a linear superposition of a global phrase awdllo

does not always occur in the speaker depender@myst accent components on a logarithmic scale. The phras
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command produces a baseline component, while the nFo® Tone component
accent command produces the accent component of a
FO contour. We use the two parameters of Fujisaki's <
model as our phrase intonation features includhey t
baseline value of FO and the magnitude of phrase
command. An FO contour of an utterance generated___ |
from an extension of Fujisaki's model for tonal
languages has the following expressions Eq. 1-3:

Phrase component

Fig. 1: Representation of FO contour by generative
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where, G; (t) represents the impulse response function
of the phrase control mechanism ang@® represents Fig. 2: Tone-geometrical feature representatior-for
the step response function of the tone control contour for a syllable
mechanism, respectively. The symbols are denoted N .
follows: R, is the smallest FO value in the FO contour Ofssubsequently, all points in Fig. 2 are fitted alndrtt_he
interest, A; and Ay are the amplitudes of the i-th tone-g_eometr_mg_l features are extracted by appliieg
phrases and of the j-th tone commangl.i§ the timing foII(_)Wlng def|n|t|0r.15. These features are chosen an
of the i-th phrase commandydand T are the onset defined as follows:
and offset of the k-th component of the j-th tone
commando; andfy are time constant parameters. |, J,°
K(j) are the number of phrases, tones and compsnent
of the j-th tone contained in the utterance, respely. *
To extract the best representative parameters fhem
model, the optimization is conducted by minimizihg
mean squared error in the In FO(t) domain through t )
hill-climbing search in the space of model paramsete ~ F€ature arrangement for context clustering: As for

the phrase intonation features, the first featufe o
Tone-geometrical features: The tone-geometrical Paseline value of FO (F, it ranged from 67.7-178.8 Hz,
features which represent the FO contour in minoelle While the second feature of amplitude of phrase
i.e., syllable level are applied in this contextori the ~command (4) ranged from 0.00-1.20. Both of them
FO contour of each training utterance, a portiorthef ~ Were linearly quantized into 8 classes with angres
contour is extracted syllable by syllable. Figurshpws ~codeword of 0-7. These features were then groupted i
an example of the syllable portion where the domtina WO sets (S15, S16) in the phrase level of thetalig
points are marked and the tone-geometrical feammes contextual factors. It has been noted that the idda

extracted by measuring the distance from thesepoin  indicate the level of phrase intonation for therent
phone, therefore both features have to be performed

Tone-geometrical feature extraction: The tone- together. As a result, the feature of baselineevaluF0

geometrical features are extracted as follows. F@e is not classified into the utterance level, althowgch

contour of a whole utterance is marked for theayéé  utterance has its unique value. As for the tone-

boundary by using the phoneme labeling inforamati geometrical features, the feature of initial FO of
360

Initial FO of syllable denoted by FO _init in Fig. 2
Syllable duration denoted by duration in Fig. 2
Syllable slope of contour calculated by
delta_FO/duration

Amplitude of accent command {Qin Eq. 1)
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syllable, it ranged from 52.4 Hz-289.3 Hz, the which are the a priori knowledge, are expectedetthie
second feature of syllable duration ranged fromss mbest representatives. For examples, to generate an
to 1235 ms, the third feature of syllable slope, itaverage voice, the mean values from all speakettsein
ranged from -15.49-7.56, while the last feature oftraining data are selected for the phrase intonatio
amplitude of accent command ranged from 0.03features; 127.4 Hz and 0.40 for, Fand Ay,
2.99. All features were linearly quantized in tleene  corresponding to the quantization codewords of & an
manner as the phrase intonation features. Thes& respectively. To generate an adapted voice of a
features were then grouped into four sets (S6 S87, female target speaker, the mean values of the &mal

S9) in the syllable level of contextual factors. 154.6 Hz and 0.38 for ,Fand Ay, are chosen,
corresponding to the quantization codewords of & an
Phoneme level: 2, respectively. In the sentence with more than one

phrase, the i-th successive phrase also needs an
» {preceding, current, succeeding} phonetic type associated A The representatives for these amplitudes
e {preceding, current, succeeding} part of syllableof phrase command can be obtained by the same

structure statistical method. In addition to the phrase iatam
features, the tone-geometrical features are treated
Syllable level: differently. Since these features are quite difierfer

_ _ each tone type, the mean values for each toneaspe
* S3. {preceding, current, succeeding} tone type  chosen instead of the means values of all tonestype
+ S4. the number of phones in {preceding, currentFor example of an target female, the mean valugiseof

succeeding} syllable initial FO of syllable, the syllable duration, tegllable
» S5. current phone position in current syllable slope and the amplitude of accent command, areechos
e S6. codeword of initial FO of syllable respectively as; 245.0 Hz, 188 ms, -1.05, 0.35 for
e S7. codeword of syllable duration Tone0; 243.5 Hz, 129 ms, -2.25, 0.38 for Tonel;.@52
» S8. codeword of syllable slope Hz, 170 ms, 0.70, 0.43 for Tone2; 232.6 Hz, 145 ms,

+ S9. codeword of amplitude of accent command  0.35, 0.36 for Tone3 and 238.4 Hz, 197 ms, -1.186 0
for Tone4. Finally, these selected means are
Word level: transformed into the corresponding quantization
L codewords as same as those for the phrase intonatio
*  S10. current syllable position in current word features. It has been noted that the represensatife
* Sll.partof speech these tonal features should be adapted to thettarge

» S12. the number of syllables in {preceding, current speaker to comply with individual statistics.
succeeding} word

RESULTS
Phrase level:
Experimental conditions. The speech material
e S13. current word position in current phrase consists of a set of phonetically balanced sentepte
«  S14. the number of syllables in {preceding, current Thai speech database named LOTUS and a set of
succeeding} phrase phonetically balanced sentences of Thai speech
« S15. codeword of baseline value of FO database named TSynC-1 (Hansakunbunthestiray.,

2005). They are both from NECTEC. The whole
sentence text of both databases was collected Titwamn
part-of-speech tagged ORCHID corpus. In LOTUS
speech database, the speech was collected from 24
L female and 24 male speakers with clear articulzdimh
e S17. current phrase position in current sentence 1o 4 Thai accent, while the speech in the TSYNC
*  S18.the number of syIIabI(_as In current sentence s collected from a professional female speakee T
e S19. the number of words in current sentence speech signal were sampled at a rate of 16kHz and
. ~windowed by a 25 ms Blackman window with a 5ms

In the synthesis stage, the parameter generatioghift. Then mel-cepstral coefficients were extrelchy
algorithm is mostly the same as the conventionamel-cepstral analysis. The feature vectors corsisfe
system with adding the appropriate codewords fes¢h 25 mel-cepstral coefficients including the zero-th
proposed features in the context labels. The meaooefficient, logarithm of FO and their delta andtae
values of the proposed features for a specificetarg delta coefficients (Masuket al., 1996).
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» S16. codeword of amplitude of phrase command

Utterance level:
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The 5-state left-to-right HSMMs in which the
spectral part was modeled by a single diagonal
Gaussian output distribution are conducted. Each
context dependent HSMM corresponds to a phoneme-
sized speech unit. The average voice model was
trained using 35 sentences for each speaker from 2:
female and 24 male speaker’s speech data.

To evaluate the proposed approach, 4 different
models were constructed; male, female, gender-
independent and gender-dependent models. Each model
was trained by the baseline and proposed appraaché:ég'
The baseline training embedded the shared dedisen
context clustering (STC) technique with a tone-szpd
tree structure and the Speaker Adaptive Trainingl (S
The applied approach incorporated the tonal festimte
the context clustering of the baseline training.

A couple of comparisons of tone intelligibility
include that for male and female speech models anc _
that for gender-dependent and gender-independen <
speech models. Moreover the reference system of &%
speaker dependent system using 1, 500 training
utterances in both comparisons is presented. Ih eac
comparison, an average voice is conducted first and
then an adapted voice is applied. In the speech
adaptation, the MLLR-based speaker adaptation
(Yamagishiet al., 2004) with 35 utterances of a target
speaker was performed. Fig.

The notations used in the experimental results are
defined as follows. The entries for “sd.”, “malegay
“female avg.”, “male adt.”, “female adt.”, “gi. avg
“gd. avg.”, “gi. adt.” and “gd. adt.” correspond to
speaker dependent model, male average voice model,
female average voice model, male adapted voice inode
female adapted voice model, gender independent
average voice model, gender dependent average voic
model, gender independent adapted voice model,
gender dependent adapted voice model, respectively
meanwhile the entries for “bl", “bl+pi” and
“bl+pi+tg” correspond to baseline training, baselin
training with phrase intonation features, baseline
training with phrase intonation features and tone-
geometrical features, respectively.

creasing (%)

=
—

=

Frequency (H z)

Influence of tonal features on clustering trees. We
first investigated how the phrase intonation feaguand
tone-geometrical features affect the clusteringedre
including mel-cepstrum (mcep), logFO and duration
(dur) trees. The increasing of percentage of thalar
of existing questions and the dominance scoretier t
questions in phrase level and syllable level isFig.
summarized in Fig. 3 and 4, respectively. Figure 5
shows the effects of phrase intonation features and
tone-geometrical features which cause the changes i
the FO contour levels of some syllables.
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5: Examples of FO contour of natural speech,
generated FO contours from baseline system with
phrase intonation features and baseline system
with phrase intonation features and tone-
geometrical features



Am. J. Applied Sci., 9 (3): 358-364, 2012

Tone intelligibility for male and female speech
models: This result shows how the overall tone
Female adt. Ej correctness of the average voice and adapted ice
] improved by embedding the proposed features for the
different speech models of male and female. The ton
Male adt. %_ error percentage is the measured value in this
comparison. To calculate tone error percentagehef t

implemented systems, a subjective test was perfihrme

The 2,289 syllables of 100 synthesized speech
Female ave. utterances were presented to eight subjects. Tien t

were requested to decide whether the syllables theve

same tones as the given texts. The average toae err
Male ave. ;_—“ﬁ percentages with 95% confidence interval for défer
training styles are summarized in Fig. 6.

Obl+pittg Tone intelligibility for gender-dependent and
sd. [ Bblpi gender-independent speech models: The result
. ‘ ‘ Dbl‘ presents the comparison of tone intelligibility for
0 10 20 30 40 50 gender-dependent and gender-independent speech

models in the overall tone correctness. The average
tone error percentages with 95% confidence inteforal
different training styles are summarized in Fig. 7.

Error (%)

Fig. 6: Tone error percentage of average voice and

adapted voice for male and female speech models DISCUSSION
synthesized from different training approaches.
From the experimental result of influence of tonal
features on clustering trees, it can be noticethfFag.

3 and 4 that the increasing of percentage by the-to
gd. adt. geometrical features is noticeably larger than tfat
the phrase intonation features. From Fig. 5, it ban
obviously seen that proposed tonal features camceed
the difference between those of the natural spaach
the baseline training system with only phrase
intonation features.

1 From the experimental result of tone intelligityili
for male and female speech models, it can be robtice
gd . ave. ;——__’_ from Fig. 6 that the proposed tonal features cauce

the tone error percentage from the baseline trginin

approach more than the phrase intonation features.
oi ave Moreover, the reduction in tone error percentage of
o the female speech model is little larger than tdfahe

male speech model.

gi. adt

From the experimental result of tone intelligiyili

si. [ f{j}iﬁiﬂg for gender-dependent and gender-independent speech
@bl models, both average voice and adapted voice bee t
. , , , , result corresponding to the earlier results as seéiig.
0 10 20 30 40 50 7. Moreover, the reduction in tone error percentzgbe
Etror (%) gender-dependent speech model is little greater ttet
of the gender-independent speech model.
Fig. 7: Tone error percentage of average voice and CONCLUSION

adapted voice for gender-dependent and gender-

independent speech models synthesized from A group of tonal features including phrase

different training approaches intonation features and tone-geometrical features a
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used to be embedded in the contextual factorshfer t Fujisaki, H., K. Hirose, P. Halle and H. Lei, 1990.
context clustering process of a speaker independent Analysis and modeling of tonal features in
HMM-based Thai speech synthesis system. They are polysyllabic words and sentences of the standard
extracted based on the parameter optimization of Chinese. Proceedings of the 1st International
generative model and the geometrical parameter Conference on Spoken Language Processing, Nov.
extraction. It is supposed to reduce the variatdn 18-22, ISCA Archive, Kobe, Japan, pp: 841-844.
tone caused by phrase intonation both from inté-an Hansakunbuntheung, C., A. Rugchatjaroen and C.
inter-speaker. From the experimental results, the Wutiwiwatchai, 2005. Space reduction of speech
proposed tonal features can improve the tone corpus based on quality perception for unit

intelligibility for female speech model above thait selection speech synthesis. National Electronics
male speech model. In addition, the proposed tonal znd Computer Technology Center.

features give the better improvement of the tone  pyip://nit.nectec.or.th

intelligibility for gender dependent model than for Masuko, T., K. Tokuda, T. Kobayashi and S. Imai,

gender independent model. These results confirm tha 1996 Speech synthesis using HMMs with dynamic

the tone correciness of the synthesized speech is gou eg. Proceedings of the IEEE International

significantly improved when using most of the Conference on Acoustics, Speech and Signal

extracted speech features. Processing, May 7-10, IEEE Xplore Press, Atlanta,
USA., pp: 389-392. DOLl:
10.1109/ICASSP.1996.541114

Seresangtakul, P. and T. Takara, 2003. A generative

based context clustering for an HMM-based thai model Of_ fundamental frequency contogrs for
speech synthesis system. Proceedings of the 6th polysyllabic words of Thai tones. Proceedings of

ISCA Workshop on Speech Synthesis, Aug. 22-24 the IEEE International Conference on Acoustics,
ISCA Archive, Bonn, Germany, pp: 160-165. Speech and Signal Processing, Apr. 6-10, IEEE
Chomphan, S. and T. Kobayashi, 2007b. Xplore Press, Hong Kong, pp: 452-455. DOI:

Implementation and evaluation of an HMM-based _10,'1109/|CA85P'2003'1198$15 .

Thai speech synthesis system. Proceedings of th&/utiwiwatchai, C. and S. Furui, 2007. Thai speech
8th Annual Conference of the International Speech ~ Processing technology: A review.  Speech
Communication Association, Aug. 27-31, ISCA ~ commun, 49: 8-27. DOt:

Archive, Antwerp, Belgium, pp: 2849-2852. 10.1016/j.specom.2006.10.004
Chomphan, S. and T. Kobayashi, 2008. Tone'amagishi, J., M. Tamura, T. Masuko, K. Tokuda and

correctness improvement in speaker dependent T. Kobayashi, 2002. A context clustering technique

HMM-based Thai speech synthesis. Speech for average voice model in HMM-based speech
Commun., 50: 392-404. DOI: synthesis. Proceedings of the 7th International

10.1016/j.specom.2007.12.002 Conference on Spoken Language Processing, Sep.
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